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Abstract

Graph algorithms find several usages in industry, science, humanities, and technol-

ogy. The fast-growing size of graph datasets in the context of the processing model

of the current hardware has resulted in different bottlenecks such as memory locality,

work-efficiency, and load-balance that degrade the performance. To tackle these limita-

tions, high-performance computing considers different aspects of the execution in order

to design optimized algorithms through efficient usage of hardware resources.

The main idea in this thesis is to analyze the structure of graphs to exploit special

features that are key to introduce new graph algorithms with optimized performance.

First, we study the structure of real-world graph datasets with skewed degree dis-

tribution and the applicability of graph relabeling algorithms as the main restructuring

tools to improve performance and memory locality. To that end, we introduce novel

locality metrics including Cache Miss Rate Degree Distribution, Effective Cache Size, Push

Locality and Pull Locality, and Degree Range Decomposition.

Based on this structural analysis, we introduce the Uniform Memory Demands

strategy that (i) recognizes diverse memory demands and behaviours as a source of

performance inefficiency, (ii) separates contrasting memory demands into groups with

uniform behaviours across each group, and (iii) designs bespoke data structures and al-

gorithms for each group in order to satisfy memory demands with the lowest overhead.

We apply the Uniform Memory Demands strategy to design three graph algorithms

with optimized performance: (i) the SAPCo Sort algorithm as a parallel counting sort

algorithm that is faster than comparison-based sorting algorithms in degree-ordering

of power-law graphs, (ii) the iHTL algorithm that optimizes locality in Sparse Matrix-

Vector (SpMV) Multiplication graph algorithms by extracting dense subgraphs contain-

ing incoming edges to in-hubs and processing them in the push direction, and (iii) the

LOTUS algorithm that optimizes locality in Triangle Counting by separating different

caching demands and deploying specific data structure and algorithm for each of them.
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Chapter 1

Introduction

1.1 High-Performance Graph Processing and Its Challenges

Graphs are simply-defined data structures to represent relationships between objects.

Graph algorithms extract information from these data and are used in a wide range

of different fields of science, industry, and humanities. Finding the shortest path in

computer networks and map applications, searching and ranking web pages [92], rec-

ommendation engines [161], job scheduling [113], and graph databases [5] are sam-

ples of graph applications. In intelligence analysis, graphs are used to identify suspi-

cious activities and threats [40, 141]. In social sciences, graphs are used to represent

groups and social circles, and to model exchange networks and interpersonal commu-

nications [27,101,129]. In biology, graphs are used to represent protein-protein complex

structure [47], to model human and yeast protein interaction [165], and for drug discov-

ery [1].

The size of graph datasets, similar to the size of data produced in different fields, is

growing fast and public graph datasets have up to hundreds of billions of edges. This

large size of graph datasets in the context of the processing model and current hardware

has resulted in long execution times for graph algorithms.

On the other hand, the performance of graph algorithms is also affected by the

structure of graph datasets. Many real-world graphs derived from social networks,

the internet and the world-wide web, or from bio-informatics, show a skewed degree

distribution, following a power-law distribution: a small fraction of vertices with very

large degrees are connected to a disproportionately large fraction of edges. This special

structure and the large size of graph datasets have negative effects on the performance

8



Chapter 1. Introduction 9

of graph algorithms:

• The memory access patterns of graph algorithms are specified by the structure of

graph datasets. This makes it hard to use hardware caches (as the main resources

designed to reduce memory accesses) efficiently for graph algorithms as the size

of cache is much smaller than the total size of data that is continuously accessed,

i.e., only a small fraction of the data can be efficiently accessed through cache. As

a result, it is necessary to improve cache reuse to provide better performance.

• As cache cannot satisfy a large portion of memory accesses, and since a low num-

ber of computation instructions per memory access (load and store instructions)

is performed, memory access is the bottleneck of graph processing. This shows

that reducing the number of memory accesses directly impacts the work-efficiency

and, subsequently, performance of the graph algorithms.

• The skewed degree distribution of these graphs and the dependency of the work

performed for each vertex/edge on the type of graph traversal necessitate de-

signing effective partitioning algorithms to optimize load-balance (i.e., to keep all

concurrent processors busy during the total execution time) of graph algorithms

and to reduce the execution time.

To deal with these challenges two general algorithmic approaches exist: (i) theoreti-

cal analysis of algorithms and (ii) experimental analysis of algorithms in the context of

real execution environment.

In the first approach, a simple processing model is assumed and algorithms are

analyzed and designed for this model. However, as mathematical models of the modern

processors with their various complicated facilities (like memory prefetching, multi-level

caching, and branch prediction) are not accessible either theoretically or practically, pure

algorithm analysis cannot take the execution environment and its implications into

account and cannot provide more details than complexity analysis of algorithms.

In the second approach, high-performance computing researchers use experimental

methods to evaluate different factors that affect the execution time of graph algorithms.
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They use the results of these studies to extract falsifiable insights1 that are used to intro-

duce new algorithms and processing environments (such as processor, cache, memory,

and network architectures) with optimized performance as a result of better adjustment

of algorithms to the computing environments and vice versa.

As examples, they measure execution time and collect the number of memory ac-

cesses, hardware instructions, and cache misses (e.g., [137]); they simulate execution

of graph algorithms to extract the special metrics (e.g., [149, 179]); they measure the

idle time of parallel processors (e.g., [7, 173]); they evaluate the scalability of im-

plementations by changing the number of processors/machines involved in process-

ing (e.g., [130]); they measure and compare the communication and computation times

in distributed graph algorithms (e.g., [177]); they measure the effects of different prefetch-

ing algorithms, cache sizes, and cache replacement algorithms (e.g., [12, 171]); they con-

sider effects of different types of memory accesses and/or different types of memory

architectures (e.g., [153, 173]).

The diversity of graph algorithms and their memory access patterns, however, has

made it difficult (or still impossible) to experience the best performance in reusing an

optimized graph algorithm (or an optimized generalization/abstraction of graph algo-

rithms) for other ones [137]: in some graph algorithms data and/or weights are assigned

to vertices, while in others to edges; some graph algorithms require accessing data of

neighbours of vertices, while others may also need to access the neighbours of each

neighbour of a vertex; in some graph algorithms vertices are processed in the order

1According to the Philosophy of Science, we deploy (at least) two “discovery” methods to achieve new

“knowledge”: (i) the “Justification” method, in which, we use induction to infer new results from the

previous deductions or (imagined-as-true) assumptions, and (ii) the “Falsification” method, in which, we

prune the falsifiable insights by experiments in order to get closer to knowledge. In this approach, it

is necessary for an insight (i.e., temporary knowledge) to be falsifiable: an experiment exists or can be

designed to evaluate its correctness or wrongness (for each individual case in its application domain).

In the Falsification approach, experiments are used to prune the insights; in other words, the main

role of the experiments is not to prove the correctness of a theory (i.e., insight) as experiments are used as

counterexamples to identify the special conditions where a theory is wrong (that is why the insights should

be falsifiable). However, the sequence of experiments are continued until we reach the last (in our timing

manner) finest theory that is closer to the reality/knowledge. While these theories are falsifiable, the last-

level experiment shows the adaptability of the last theory with the environment of the experiments, and

does not act as a counterexample. This also shows that we need to extend the domain of our experiments

to cover more cases in order to better refine our insights.

For further explanations, we refer the reader to the philosophies of Popper and Descartes [91, 116, 126]

and their applications in Computer Science studies [136].
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derived by their IDs, while in others the order of processing is specified by the previ-

ously processed vertices; in some graph algorithms the size of data that is assigned to

a vertex/edge, is constant during the execution but it may vary in other algorithms; in

some graph algorithms cache is mostly dedicated to data of vertices, while in others

cache may be used mainly to store the topology data. On the other hand, some graph

algorithms have unique features that are effective in delivering a better performance,

but that opportunity may be lost by deploying abstraction2.

Different efforts have been performed to tackle these problems:

• A group of studies have concentrated on providing programming abstractions or

processing models for graph algorithms to design and implement graph process-

ing frameworks that efficiently use hardware resources. These frameworks can

be divided into (i) shared-memory graph frameworks that operate on a single

machine (e.g. [18,51,159,173]), (ii) distributed-memory graph frameworks that de-

ploy multiple machines to process graph datasets (e.g., [38, 67, 69, 73, 88, 112, 146,

177]), (iii) out-of-core frameworks that use external memory as an intermediate

storage to process graphs with memory requirements larger than the available

memory (e.g., [2, 26, 105, 132, 178]), (iv) Graphics Processing Unit (GPU)-based

graph frameworks (e.g. [21, 62, 70, 75, 76, 117]), or (v) combinations of the previous

items (e.g. [172]).

• On the other hand, some studies concentrate on optimizing individual graph al-

gorithms (e.g., [13, 60, 109, 151, 155]).

1.2 Research Questions

While effective efforts have been performed to accelerate graph algorithms, these efforts

are, mainly, focused on optimizing graph algorithms without considering the implica-

tions of the structure of graph datasets on the performance of graph algorithms. The

previous studies on improving performance by using the structure of graph datasets are

divided into two categories: (i) improving graph partitioning [38, 154, 172] and (ii) de-

signing graph relabeling algorithms (e.g. [6, 108, 163]) that change the order of vertices

2As an example, in some graph algorithms we can process an edge twice, in others we cannot do that

as the results may be wrong. Now, if we want to make an abstraction, we need to restrict all edges to be

processed once and this does not allow the implementation of the first group to benefit from the flexibility

of processing some edges multiple times.
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aiming to provide better memory locality (therefore, better performance) during graph

traversal (i.e., traversing vertices and their neighbours). We review these works in Sec-

tion 2.4.3 and Section 2.4.7.

Our insight is that we need more investigations about the functionality and effec-

tiveness of the previous works on real-world graphs with skewed degree distribution.

Moreover, the structure of graphs has unidentified implications on the performance

of graph algorithms and requires more analysis in order to understand its effects on

different performance bottlenecks. This analysis helps us to design structure-aware al-

gorithms with optimized performance.

We try to answer the following research questions in this thesis:

• How do relabeling algorithms affect performance of different real-world graphs

with skewed degree distribution? What are the limitations of relabeling algorithms

to improve memory locality?

• What are the structural differences between different types of these real-world

graph datasets?

• How can we exploit the features of these graphs to design algorithms with better

performance?

1.3 Research Scope

In order to specify the research scope, we consider the following aspects:

• In this thesis, we study the performance of graph algorithms for shared-memory

CPU-based systems. However, the insights gained from our study explain features

of data and efficient processing strategies that apply in equal measure to different

processing platforms such as GPU-based and distributed-memory computing.

• We consider the impacts of real-world graph datasets with skewed degree dis-

tributions close to the power-law distribution. They are the largest public graph

datasets. While mathematical formulations of power-law degree distribution ex-

ist, since most real-world graphs are not accurately power-law [31], we consider

the real-world graphs with skewed degree distributions and without limiting the

domain of our study to an accurate mathematical model.

• We limit our study to static graphs. Dynamic graph algorithms [48, 72] (where
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edges and vertices are gradually added or removed) and streaming graph algo-

rithms [114] (that assume a limited size of available memory) are not considered.

• We assume the graph topology is completely stored in the main memory and there

is no interaction with a secondary storage (like disk, SSD, NAS/SAN, or NVMM)

or network devices during the execution of the graph algorithms. We also do not

consider different methods of loading graphs to the main memory (like reading

from disk, collecting from databases, or calling APIs) and the execution time of a

graph algorithm does not include the loading time.

1.4 Contributions & Publications

First, in Chapter 3, we investigate the effects of graph relabeling algorithms as the main

restructuring tools that are used to improve performance of graph algorithms. Graph

relabeling algorithms assign new IDs to vertices in order to change the order of memory

accesses aiming to provide better locality in memory accesses and increasing cache hits.

We study the structure of power-law graph datasets and the effects of relabeling algo-

rithms on these graphs by introducing new locality metrics including Cache Miss Rate

Degree Distribution, Push Locality and Pull Locality, and Degree Range Decomposition. This

work has been presented in:

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "How Do Graph Relabel-

ing Algorithms Improve Memory Locality?," 2021 IEEE International Symposium

on Performance Analysis of Systems and Software (ISPASS ’21) [95], and

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "Locality Analysis of

Graph Reordering Algorithms," 2021 IEEE International Symposium on Workload

Characterization (IISWC ’21) [96].

The structural analysis of graph datasets in Chapter 3 has a clear message: differ-

ent subgraphs of real-world graphs with skewed degree distribution have contrasting

behaviours even in a simple graph traversal. Some vertices have a low number of neigh-

bours and their processing benefits from caching. The others with great numbers of

neighbours flush cache contents and reduce cache reuse.

To tackle this problem, we introduce the Uniform Memory Demands strategy in

Chapter 4 that addresses the diversity of memory demands in graph algorithms and di-

vides the vertices and/or edges into a number of groups, where each group has uniform
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memory demands and behaviours. Then, by designing special data structures and algo-

rithms for each group, their uniform memory demands are satisfied without sacrificing

performance.

We design three graph algorithms by deploying the Uniform Memory Demands

strategy. In Chapter 5, we design the SAPCo Sort algorithm that optimizes performance

in degree-ordering of power-law graphs and is faster than the comparison-based sorting

algorithms. SAPCo Sort, assigns shared data structures for high-degree vertices, while

assigning private data structures for low-degree vertices. This work has been presented

in:

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "SAPCo Sort: optimizing

Degree-Ordering for Power-Law Graphs," 2022 IEEE International Symposium on

Performance Analysis of Systems and Software, ISPASS ’22 [100].

In Chapter 6, we use the Uniform Memory Demands strategy to design the iHTL al-

gorithm that optimizes memory locality in Sparse Matrix-Vector (SpMV) Multiplication

graph algorithm. iHTL extracts subgraphs containing incoming edges to in-hubs and

processes them in the push direction instead of the pull direction. In this way, cache is

dedicated to destination of these edges that are much lower in count (than their source

vertices) and data of destinations can be easily maintained in cache. This work has been

presented in:

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "Exploiting in-Hub Tem-

poral Locality in SpMV-based Graph Processing," 50th International Conference

on Parallel Processing (ICPP ’21) [94].

Chapter 7 presents the LOTUS algorithm that optimizes memory locality in Triangle

Counting by deploying the Uniform Memory Demands Strategy. Lotus divides the

execution into a number of steps (based on the presence of hub edges in the triangles)

and in each step uses a bespoke data structure and algorithm to concentrate compact

memory accesses into the cache. This work has been presented in:

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "LOTUS: Locality opti-

mizing Triangle Counting," 27th ACM SIGPLAN Annual Symposium on Princi-

ples and Practice of Parallel Programming (PPoPP ’22) [98].

While the Uniform Memory Demands strategy concentrates on optimizing graph

algorithms that are affected by the degree distribution of the real-world graphs, we
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have also considered the special connectivity of these graphs and its impacts on the

connectivity-based graph algorithms to introduce work-efficient algorithms that do not

traverse all edges. These works are not covered in this dissertation and have been pub-

lished in:

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "Thrifty Label Propaga-

tion: Fast Connected Components for Skewed-Degree Graphs," 2021 IEEE Interna-

tional Conference on Cluster Computing (CLUSTER ’21) [97] and

• M. Koohi Esfahani, P. Kilpatrick and H. Vandierendonck, "MASTIFF: Structure-

Aware Minimum Spanning Tree/Forest," Proceedings of the 36th ACM Interna-

tional Conference on Supercomputing (ICS ’22) [99].

1.5 Thesis Structure

We review the preliminary definitions and concepts and also the related works in Chap-

ter 2.

In Chapter 3, we investigate the application of graph reordering algorithms for dif-

ferent power-law graph datasets.

Chapter 4 introduces the Uniform Memory Demands strategy. We deploy this strat-

egy to design three algorithms. Chapter 5 introduces the SAPCo algorithm, a structure-

aware parallel counting sort with optimized performance for degree-ordering of power-

law graphs. Chapter 6 introduces the iHTL algorithm that optimizes locality in SpMV-

based graph processing. The LOTUS algorithm that optimizes locality of triangle count-

ing is designed and evaluated in Chapter 7.

Chapter 8 summarizes the efforts and proposes some directions for future research.

The experimental setup is explained in Appendix A.



Chapter 2

Background

In this chapter, we lay the foundation of the discussions. We start by defining graph

types and representations in Section 2.1 that is followed by explanation of the skewed-

degree distribution in Section 2.2. Then, we explain the performance bottlenecks in

Section 2.3 and we review the literature in Section 2.4.

2.1 Terminology and Graph Representations

A graph G = (V, E) has a set of vertices V, and a set of directed edges E. E is a set

of ordered pairs such as (i, j) that represents an edge from vertex i to vertex j. The

adjacency matrix of a graph is a binary matrix representation of the graph: the element

at row i and column j is 1 if E contains an edge from vertex i to j, and 0 otherwise.

N−
v , and N+

v are the set of in-neighbours and out-neighbours of vertex v, respec-

tively [143]. Nv is the set of neighbours of vertex v, i.e., Nv = N−
v ∪ N+

v . In the adjacency

matrix, row i represents the out-neighbours of vertex i, i.e., N+
i and column j represents

in-neighbours of vertex j, i.e., N−
j .

An undirected graph Gu = (V, Eu) has a set of vertices V, and a set of undirected

edges Eu between these vertices. Eu is a set of unordered pairs such as {i, j} that repre-

sents an edge between vertices i and j. In other words, for each undirected edge {i, j},

two directed edges exist: (i, j) and (j, i). As such, if we represent the undirected graph

Gu = (V, Eu) as the directed graph G = (V, E), we have |E| = 2|Eu|.

In an undirected graph, for each directed edge (i, j), the directed edge (j, i) also

exists. So, for each vertex v; N−
v = N+

v = Nv. The adjacency matrix of an undirected

graph is a symmetric matrix and contains 2|Eu| non zero elements.

16
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The average degree of a graph is defined as |E|
|V| . Real-world graphs have an average

degree which is much smaller than |V|; in other words, each vertex has a very small

number of edges to other vertices. As a result, a row or column in the adjacency matrix

has a very small number of 1 values. In this way, these graphs are called sparse.

Since the adjacency matrix representation of a sparse graph with a few billion ver-

tices requires a memory size of ExaBytes, data structures with better memory utiliza-

tion are required. The Compressed Sparse Columns (CSC), and Compressed Sparse

Rows (CSR) formats [133] are used for representing the in-neighbours and out-neighbours

of vertices, respectively. The idea is to store the ID of neighbours of vertices instead of

assigning a bit for every possible edge in the adjacency matrix.

CSC and CSR use two arrays: (1) an offsets array containing |V|+ 1 elements, and

(2) an edges array of |E| elements. The offsets array is indexed by a vertex ID (a number

between 0 and |V|) and specifies the index of the first edge of that vertex in the edges

array. The edges array specifies the IDs of source endpoints of edges in CSC and IDs of

destination endpoints of edges in CSR.

Since CSR and CSC representations are the same for a symmetric adjacency matrix,

we use the CSX notation for the representation of an undirected graph.

2.2 Skewed Degree Distribution

The degree distribution of a graph is a plot that shows the frequency of vertices with

the same degree. As an example, in Figure 2.1 the plot named “Frequency” (shown on

the left y-axis) shows the degree distribution of the undirected ClueWeb12 graph (Ap-

pendix A) with 1 billion vertices and 75 billion edges. This figure shows that for each

degree greater than 10K, the number of vertices is smaller than 100.

The plot named “Cumulative Frequency” (shown on the right y-axis) in Figure 2.1

shows the percentage of cumulative number of vertices with degrees less than or equal

to a degree on the x-axis. This plot shows that vertices with degrees less than 1000

include more than 99.3% of the vertices.

This skewed degree distribution, that is mathematically modeled as a power-law

distribution, is observed in real-world graphs: a very small percentage of vertices have

very large degrees while, most of vertices have very small degrees.
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Figure 2.1: Degree distribution of undirected ClueWeb12 (|V|= 1B, |E|= 75B)

2.3 Performance Bottlenecks

Performance of parallel graph algorithms is affected by a number of factors:

• Memory Locality. Locality is defined as “the tendency for programs to cluster refer-

ences to subsets of address space for extended periods” [49]. By improving locality, cache

reuse is increased and the time processors wait for fetching data from memory is

reduced. Memory locality plays an important role in data-intensive applications

(such as graph algorithms) as memory accesses represent a substantial portion of

the overall processing time.

• Load-Balance. In order to process algorithms by multiple processors (and/or ma-

chines), partitioning algorithms are used to divide the total task into smaller sub-

tasks that are assigned to processors. The optimal condition is to divide the work

in a way that all processors are busy for the same amount of time during the

execution time.

• Work-Efficiency. A task may be performed in multiple ways, and the amount of

total work may be different in each way. The algorithm with the lower number of

hardware instructions is more work-efficient.

2.4 Literature Review

Various programming abstractions and models have been introduced in in high-performance

graph processing literature that we review in this section.
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2.4.1 Matrix-Vector Multiplication

The iterative matrix-vector multiplication model is an abstraction for implementing

graph algorithms [65,88,134]. In this model, each vertex has a data (or property) and the

graph algorithms are modeled as multiplication of the adjacency matrix of the graph by

the data of the vertices (as a vector).

For a graph algorithm that visits neighbours of each vertex and processes their data,

the matrix-vector multiplication uses the adjacency matrix representation to model the

graph traversal. Each row of the adjacency matrix is multiplied by the vector to identify

value of the corresponding index in the result. An element on column i and row j of the

adjacency matrix is 1, only if, there is an edge between j and i. Moreover, the elements

with 0 value on the adjacency matrix do not affect the multiplication. As a result,

multiplication of row j by the vector will be sum of those indices of the vector that

are neighbours of j. In other words, matrix-vector multiplication is equal to traversing

neighbours of vertices.

In Pegasus [88], the user defines three functions as operators to specify the actions

to be performed for (i) processing each edge of a vertex, (ii) for merging the output of

processing different edges of a vertex, and (iii) for specifying the new value for data of

a vertex.

This algebraic model is used for implementing a number of graph algorithms in-

cluding Breadth First Search (BFS), Connected Components (CC), Single Source Short-

est Path (SSSP), Hyperlink Induced Topic Search [92], Belief Propagation [86], PageR-

ank [29], Community Detection [176], and HADI [87].

If the graph is sparse, the adjacency matrix is sparse, and the Matrix-Vector Multi-

plication is called Sparse Matrix-Vector Multiplication (SpMV) graph processing that

operates on the sparse representations of the graph.

Pegasus [88] uses the MapReduce programming model to implement each iteration

of the Matrix-Vector multiplication: after processing edges, the output is merged based

on the neighbourhood of vertices to identify new data of vertices.

Cache-blocking is a technique to improve locality of SpMV [78,79]. It works based on

dividing the vector into blocks and applying multiplication in multiple steps in order to

limit the range of data that is accessed in each step that consequently improves locality.

The effects of blocking may be improved by ordering vertices by their degrees [174] and

by applying the blocking only for vertices with the highest degrees [169]. We discuss
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these techniques in more detail in Section 6.5.

2.4.2 Pregel’s Bulk Synchronous Parallel

Bulk Synchronous Parallel (BSP) model [158] divides the execution into a number of

steps where machines perform parallel computation during each step and communica-

tions are performed at the end of steps.

The BSP model was first used in graph processing by Pregel [112] for distributed-

memory graph processing. Pregel performs parallel processing of vertices in each step

using user-defined functions and performs communication at the end of each step. In

Pregel, vertices may send messages to other vertices and the messages will be accessible

to the destination in the next step.

Pregel’s BSP, like SpMV, follows an iterative model; however, it is not required to

traverse all edges in each step of BSP. Pregel assigns a state to each vertex and in each

step, processes only vertices with active states. A vertex can deactivate itself or reactivate

other vertices. The steps continue while at least one active vertex exists. The same

semantic is used in shared-memory graph processing frameworks such as [51, 143, 153,

159, 173] where the set of active vertices of each iteration is called a frontier or worklist.

In this way, Pregel’s BSP provides more efficient graph traversals than SpMV for

graph algorithms that do not require processing of all edges in each step (like BFS, CC,

SSSP). For these algorithms Sparse Matrix-Sparse Vector (SpMSpV) Multiplication [32,

64] is used as the vector in the multiplication is not permanently dense.

2.4.3 Structure-Aware Graph Partitioning

Pregel divides vertices between machines. This one-dimensional graph partitioning in-

curs load-imbalance as the work performed per partition may vary, especially, in power-

law graphs whose vertices have widely differing numbers of edges.

PowerGraph [67] introduces a two-dimensional partitioning algorithm that is ap-

plied on edges (and not vertices) in order to provide better load-balance. PowerGraph

minimizes ghost data (local copy of data and neighbourhood of some vertices that are

stored on different machines instead of only one machine) [69] of high-degree vertices

by limiting the number of machines that process their edges between.

PowerLyra [38] reduces the communication cost of PowerGraph (Section 2.4.2) by a

partitioning algorithm that distributes edges of high-degree vertices between machines
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and keeps edges of low-degree vertices in the same machine. In this way, PowerLyra

ensures that low-degree vertices do not incur high communication costs (as only high-

degree vertices are replicated which are much smaller in count in comparison to low-

degree vertices) and processing of high-degree vertices experiences better load balance.

In order to provide better load balance in using CPU and GPU integrated devices,

FinePar [172] assigns high-degree vertices to CPU and processes low-degree vertices

using GPU processors as it is easier to provide load balance for low-degree vertices

since (i) the number of low-degree vertices is much greater than the number of high-

degree vertices, and (ii) the amount of work performed for each low-degree vertex is

smaller.

VEBO [154] introduces a partitioning algorithm that distributes high-degree vertices

on different partitions, while trying to keep equal number of edges for each partition.

In this way, VEBO provides better load balance as it prevents high-degree vertices from

being assigned to a small number of partitions.

2.4.4 Asynchronous and Partially Asynchronous

To reduce the overhead of global synchronization at the end of each BSP step, it is

required to have sufficient amount of work in each step such that all machines are fully

occupied. In graph algorithms with varying amounts of work in different steps, it is not

straightforward to reach that target and load-imbalance happens. This becomes worse

if we need a large number of steps as global synchronization at the end of a step may

require more time than its computation.

To reduce the load imbalance of synchronization, asynchronous graph algorithms [74,

124] were introduced that do not require global synchronization. However, asynchronous

algorithms may perform excess work as new works are requested as soon as new up-

dates are found, but newer updates may come and invalidate the older updates and

make the work performed for those older updates redundant1. These multiple updates

for a vertex could happen in the same step of BSP without imposing excess work as

the latest updates of vertices are used for triggering new updates (i.e., new edges to be

processed) in the next step.

As a result, there is a trade-off between load imbalance of synchronous algorithms

1As an example, in finding the shortest path, assume a new shorter path is found for a vertex, and all

of its neighbours need to update their shortest distances. Then, a new shorter path is found for that vertex

that results in new updates for its neighbours. The new updates makes the older updates redundant.
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and work inefficiency of asynchronous algorithms. KLA [73] introduces a distributed-

memory graph framework with limited number of asynchronous steps after each global

synchronization. In this way, KLA keeps the processors busy while it controls the

amount of excess work. KLA dynamically adjusts the number of asynchronous steps

by considering the visited vertices and costs of performed excess work.

2.4.5 Out-of-Core Graph Processing

Out-of-core graph processing frameworks use secondary storage to process graphs that

are too large to fit in the main memory. The main challenges in out-of-core processing

are to design a partitioning algorithm that reduces the number of times data is loaded

from/stored on disk.

GraphChi [105] partitions edges based on their destinations and writes incoming

edges to vertices of each part in a file. In each file, edges are sorted by their sources.

In this way, updates for the outgoing edges of the consecutive vertex IDs are written

sequentially in the files. For processing a partition, the related file is read completely,

and the new data of vertices in this partition is calculated. Then, the file of each partition

is partially updated for the outgoing edges from vertices in the current partition to edges

in that partition.

X-Stream [132] introduces a buffering mechanism in disk-based graph processing.

X-Stream divides edges based on their sources. In the scatter phase, each vertex pro-

cesses its outgoing edges and writes the related updates in a buffer. Buffers are stored

on disk after being partially sorted based on the partition of the relevant vertices. In the

gather phase, the buffers containing updates of each partition are read and updates of

vertices are merged to specify their new data that are stored on the relevant file.

The buffering mechanism of X-Stream benefits from hardware prefetching that pro-

vides better bandwidth for sequential accesses in comparison to random accesses either

for main memory or for secondary storage.

GridGraph [178] uses 1D and 2D partitioning to reduce the overheads of reading

and writing data in out-of-core processing.

2.4.6 NUMA-Aware Optimizations

To accelerate memory accesses in shared-memory graph processing in NUMA archi-

tectures, Polymer [173] allocates memory required for topology data on local NUMA
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nodes and assigns NUMA-interleaved memory for vertex data.

Polymer uses the partitioning of edges by destinations of GraphChi (Section 2.4.5)

for push traversal that changes random memory accesses in writing data of vertices

from remote (on different NUMA nodes) to local (on the processor’s NUMA node).

This partitioning does not require protecting data of vertices from concurrent writes of

parallel threads as each partition is assigned to a thread. However, this partitioning

requires reading data of source vertices several times; in the worst case, for processing

each partition.

Polymer introduces edge-balanced partitioning for improving load balance in shared-

memory graph processing: each partition contains consecutive vertices and the number

of edges in different partitions is close to |E|
P , where P is number of partitions.

GraphGrind [153] deploys NUMA-aware work-stealing in shared-memory graph

processing and introduces Compressed CSR and CSC (CCSR and CCSC) topology data

representation that facilitate better memory space utilization by storing vertex IDs in the

offsets list to prevent allocating memory for zero-degree vertices.

2.4.7 Optimizing Locality

Since memory accesses are the bottleneck of graph processing, it is important to improve

locality in a way that more reuse of cache contents happens.

The graph relabeling (also called “reordering” or “renumbering”) algorithms try to

increase the cache hit rate by changing the order in which vertices and their edges are

processed, i.e., the order in which random memory accesses are made. In other words,

a relabeling algorithm assigns new IDs to vertices to improve the clustering of memory

accesses into a range that can be mostly satisfied by cache contents.

Figure 2.2 shows an example of a graph and its relabeled version and compares

cache reuse in processing incoming edges to vertices.

On the left side of this figure, we see the main graph and a timetable that shows the

contents of cache in processing this graph. In processing vertex 1, edges 3, 4, and 7 are

accessed in steps 1–3 and cache contains data of vertices 4,7 at the end of processing

vertex 1. We see that only one reuse of cache contents happens for this graph.

On the right side of Figure 2.2 a relabeled version of the graph is shown. The

timetable of the reordered graph shows that in processing incoming edges to the ver-

tices, we have 5 reuses of cache contents.

We present a comprehensive study of reordering algorithms in Chapter 3.
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Figure 2.2: Effects of relabeling on processing incoming edges to vertices - Cache size =

2

On the other hand, space filling curves can improve temporal locality without rela-

beling the graph. These techniques have first been investigated for dense linear alge-

bra [37, 52, 115]. More recently they have been applied to graph processing [122, 152].

They are most easily applied when the graph is stored in a coordinate list representation

(that is, the graph is represented as an array of edges and each edge contains IDs of its

source and destination vertices).
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Analysis of Graph Relabeling

Algorithms and Graph Datasets

3.1 Introduction

As the first step of our study on designing structure-aware graph algorithms, in this

chapter, we analyze the functionality of graph relabeling algorithms as the main restruc-

turing tools designed to improve memory locality. This study helps us to understand

the limitations of graph relabeling algorithms, the main structural features of real-world

graphs with skewed degree distribution, and how these features affect the functionality

of relabeling algorithms and partitioning algorithms. Moreover, we will identify the

design requirements of graph algorithms that should be taken into account in order to

design efficient algorithms for these graph datasets.

In Section 2.4.7, we explained that a relabeling algorithm (RA) improves locality of

a graph traversal by assigning new IDs to vertices in order to cluster memory accesses

into a shorter range that can be better satisfied by cache contents.

However, as identifying the optimal order is a NP-complete problem [163], different

heuristics are employed in RAs based on assumptions about graph structure or execu-

tion environment [6, 22, 25, 45, 71, 90, 108, 125, 142, 145, 150, 163, 166].

Some studies investigate the impact of RAs on graph analytics [10, 11, 44, 59] by

evaluating the general effect of RAs based on the execution time of graph analytics and

do not explain how RAs work or how they affect locality of different graphs in different

ways, useful for some, neutral or destructive for others. In order to reach effective

and applicable locality optimizing algorithms, there is still a need to understand the

25
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strengths and weaknesses of previous efforts.

A key stumbling block to analyzing RAs is the availability of suitable metrics and

tools. Numerous metrics are available, but none is fully effective in providing insight

into vertex relabeling. Graph topology metrics [28, 110, 111] summarize the character-

istics of graphs independently of execution properties like processing order and vertex

ID assignment. As such, they are great for analysing the graph, but do not reflect on

execution efficiency. Reuse distance curves [19, 53, 54, 85] are an established means to

assess the general degree of locality in programs. In the case of graph processing, reuse

distance distributions are determined by the processing order and vertex IDs; however,

they do not facilitate analysing the effectiveness (or shortcomings) of RAs. Moreover,

reuse distance curves are practical only for comparing locality of a graph as a whole and

do not reveal detailed information about the impact of RAs. The large size of graphs

is another source of problems that makes it highly time-consuming to visualize graphs,

to simulate execution, or to apply Monte Carlo-style trial and error methods to find

patterns in the execution. What is lacking are light-weight metrics and techniques to

analyze locality at a finer scale than the whole graph.

In this chapter, we study three state-of-the-art RAs: SlashBurn [108], GOrder [163],

and Rabbit-Order [6]. We identify different locality types in a parallel graph processing

environment. Then we introduce a bespoke technique for each RA to explain how it

affects locality. We use real execution metrics (such as execution time, last level cache

misses, and DTLB misses), and by introducing a new cache simulation method, Effective

Cache Size and novel structural metrics (such as Asymmetricity distribution, Degree

Decomposition, and Push and Pull Locality), we compare contrasting effects of RAs on

different graphs and present a structural analysis of graph datasets.

In the experiments in this chapter, we use the SkyLakeX machine (Appendix A). As

we use different methods in this chapter (simulation, real execution, and calculation of

identifying special metrics in the graph datasets), tables and figures start with a word

that specifies the method used for extracting the data.

Section 3.2 explains the background materials. We introduce the locality types, the

graph-specific cache simulation technique, and the AID metric in Section 3.3. Section 3.4

analyzes the RAs. Section 3.5 demonstrates the structural analysis of datasets.



Chapter 3. Analysis of Graph Relabeling Algorithms and Graph Datasets 27

3.2 Prerequisites

3.2.1 SpMV Graph Traversal

In Section 2.4.1, we explained the SpMV graph traversal that processes all edges of the

graph. In this section, we explain more details of SpMV.

Traversal Direction. SpMV can be performed in two directions:

• In the pull direction, each vertex aggregates data of its in-neighbours. As we see

in Algorithm 1, the outer loop (Lines 1-5) traverses vertices and the inner loop

(Lines 3-4) traverses all incoming edges to the vertex. In iteration i, the data of a

vertex (Di+1
v ) is calculated using the vertex data (Di

u) of its in-neighbours.

• In the push direction, vertices update the data of their out-neighbours. Algo-

rithm 2 shows the push direction. The outer loop (Lines 3-5) traverses vertices and

the inner loop (Lines 4-5) traverses all outgoing edges from a vertex. In iteration i,

the data of all out-neighbours of a vertex (Di+1
u ) is updated by its data (Di

v).

Topology and Vertex Data. Based on the adjacency matrix definition (Section 2.1), vis-

iting incoming edges in a pull traversal corresponds to a column-major traversal of the

adjacency matrix and visiting outgoing edges in a push traversal corresponds to a row-

major traversal. Consequently, the pull traversal uses the CSC format and the push

traversal uses the CSR format.

We use graph average degree ( |E||V| ) as the threshold between low-degree vertices (LDV)

and high-degree vertices (HDV). Vertices with degree greater than
√
|V| are called hubs

(borrowed from huge node definition in GOrder). Hubs are divided into in-hubs and

out-hubs. A vertex is an in-hub if its in-degree (the number of vertices that have edges

to that vertex) is greater than
√
|V| and is an out-hub if the out-degree is greater than√

|V|.
As we saw in Algorithm 1 and Algorithm 2, in addition to topology data, the data of

vertices (old data: Di and the new data: Di+1) are stored in arrays. Each array contains

|V| elements and is indexed by a vertex ID.

Parallelisation. In push direction, each vertex updates data of its outgoing edges. There-

fore, it is possible that data of a vertex with multiple in-neighbours to be updated con-

currently. As a result, it is required to protect data of vertices in the push direction

through (1) atomic instructions, (2) buffering (Section 2.4.5), or (3) partitioning edges by
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Algorithm 1: Pull SpMV

Input: G(V, E), Di

Output: Di+1

1 for v ∈ V do
2 sum = 0;
3 for u ∈ N−

v do
4 sum += Di[u];
5 Di+1[v] = sum;

Algorithm 2: Push SpMV

Input: G(V, E), Di

Output: Di+1

1 for v ∈ V do
2 Di+1[v]=0;
3 for v ∈ V do
4 for u ∈ N+

v do
5 Di+1[u]+= Di[v];

destination (Section 2.4.6).

Pull traversal, on the other hand, does not require protection from concurrent ac-

cesses as write memory access for each vertex is performed only once. As a result,

pull traversal is faster than push by traversing edges. In this chapter, we use the pull

direction SpMV.

3.2.2 Sequential vs Random Memory Accesses

Here, we explain memory access types using the concepts introduced by Zhang, et al. [173].

In SpMV traversal, memory accesses for reading neighbours of a vertex (Line 3 of Algo-

rithm 1 and Line 4 of Algorithm 1) are performed sequentially and are accelerated by

hardware prefetchers. Moreover, each edge in the edges array is accessed only once dur-

ing a SpMV traversal. So, accesses to each element of the edges array in the topology

data are not repeated and cache lines containing these elements show little locality for

a number of consecutive accesses to adjacent elements inside each cacheline.

In Line 4 of Algorithm 1, a memory access is made for reading data of vertex u

(Di[u]) which is an in-neighbour of vertex v. Similarly, in Line 5 of Algorithm 2, a

memory access is made for updating data of vertex u (Di[u]) which is an out-neighbour

of vertex v. So, accessing data of a vertex such as u is repeated in processing each of

its neighbours. In total, SpMV makes |E| accesses to |V| elements of the data array. On

average, each vertex data is accessed |E|
|V| times; however, accesses to the data of a vertex

are dispersed among |E| accesses. Since |E| ≫ |V| and accesses are too unstructured to

predict the next accesses accurately using typical modern hardware predictors and are

called random.

In the pull direction each vertex reads the old data (Di) of its in-neighbours and

writes its new data (Di+1). So, random read memory accesses are made to the old data

of vertices.
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In the push direction, each vertex updates the new data of its out-neighbours by its

old data. So, random memory accesses are made for writing the new data of vertices.

3.2.3 Graph Relabeling

In order to accelerate execution by preventing expensive memory accesses, the pro-

cessor cache tries to store the frequently and/or recently accessed data; however, the

skewed degree distribution of large real-world graphs results in a huge number of ran-

dom accesses that cannot be fully satisfied by the cache (with limited capacity). As a

result, it is necessary to improve locality of random accesses to accelerate the graph

traversal.

Random accesses to data of vertices are specified by (1) the order in which vertices

are processed and (2) edges of vertices. RAs keep the second factor unchangeable and

concentrate on the first factor: RAs rearrange the relative order between vertices to

change the order of edges and, consequently, the order of random accesses.

As an example, Figure 2.2 shows that vertices 2,5,6, and 8 become vertices 1–4 after

relabeling and the vertices with consecutive IDs have more common neighbours that

increases the opportunity of reuse in processing vertices (i.e., accessing data of their

neighbours).

An RA receives a graph as its input and creates a relabeling array of size |V| to

permute vertex IDs. The relabeling array is indexed by the old ID of a vertex to specify

the new ID. Using the relabeling array, the new CSC/CSR representations are created.

3.2.4 Relabeling Algorithms

This section explains the RAs studied in this chapter.

SlashBurn (SB) [108] considers hubs of the graph as the main connector between ver-

tices and uses this feature to detect communities1 of vertices by removing hubs and

finding connected components that represent communities. This process continues in

the next iteration for the giant connected component (GCC) - the community with the

greatest number of edges. SB assigns consecutive IDs to hubs of the main graph and the

giant communities starting from 0 (based on their degrees) and vertices in a community

also receive contiguous IDs.

1A number of vertices that are tightly connected to each other form a community.
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We selected SB as it targets specifically real-world graphs; moreover, it is a rep-

resentative of degree-ordering RAs. The original implementation of SlashBurn2 is in

MATLAB and we implemented a parallel version of SB in the C language that uses

“basic hub-ordering” and selecting 0.02|V| vertices (as suggested in the paper) in each

iteration.

GOrder (GO) [163] prioritizes neighbours of vertices by defining a “score” function

between two vertices:

S(u, v) = Ss(u, v) + Sn(u, v).

The sibling score (Ss(u, v)) is the number of common in-neighbours between u and v,

and the neighbourhood score (Sn(u, v)) is the number of edges between u and v (that is

0, 1, or 2).

GO starts from the vertex with the maximum degree and uses a sliding window to

find the vertex with maximum score (between neighbours of recently assigned IDs) to

assign the next ID.

We selected GO because of its special algorithm that concentrates on increasing tem-

poral reuse instead of identifying communities. We used commit 7ccdfe9 of GOrder3

with its default window size (5). This is a single-threaded implementation for graphs

with |E| < 231.

Rabbit-Order (RO) [6] develops communities using neighbours of vertices. By starting

from the vertices with the lowest degree, it searches for the neighbour with maximum

“gain” that can be reached through merging. The gain function is defined as:

∆Qu,v = 2
( wuv

2|V| −
|Nu||Nv|
(2|V|)2

)
,

where wuv is the weight of edge between u and v and Nu is the degree of u. The vertex

and its max-gain neighbour are temporarily merged for the purposes of reordering and

the weight of the new vertex is calculated as 2wuv + wuu + wvv. After merging two

vertices, the weights of their common edges are also added up. The initial weights of a

vertex and an edge are 0 and 1, respectively.

The merging process continues while there is a neighbour u of v with ∆Qu,v > 0;

otherwise, the vertex v is added to the top level set which contains the root of commu-

nities. Finally, a parallel Depth First Search (DFS) is performed starting from members

of the top level set to assign new IDs.
2http://datalab.snu.ac.kr/~ukang/SlashBurn-1.0.zip
3https://github.com/datourat/Gorder

http://datalab.snu.ac.kr/~ukang/SlashBurn-1.0.zip
https://github.com/datourat/Gorder
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Dataset Pre-processing Time (Seconds) Memory Footprint (GigaBytes)

SlashBurn GOrder RabbitOrder SlashBurn GOrder RabbitOrder

WebB 232 327 37 35 19 62

TwtrMpi 46 5,697 67 29 23 88

Frndstr 75 4,894 139 38 30 108

SK 90 588 35 36 31 117

WbCc 81 6,587 72 46 33 122

UKDls 810 67 78 236

UU 647 80 105 329

UKDmn 1,040 69 116 394

ClWb9 591 407

Table 3.1: [Real execution] Preprocessing overheads - Blank cells indicate failed attempts

We selected RO as it is the fastest community detection RA. We used commit f67a79e

of Rabbit-Order4. RO produces different permutations in different executions and we

observed that results may vary up to ±5 %. For each graph, one output of RO has been

stored and used for all experiments in this chapter. RO did not complete its execution

for the ClWb9 graph because of an “out of memory” error.

3.2.5 Preprocessing Overheads

Table 3.1 shows the preprocessing time (in Seconds) and memory footprint (in Giga-

Bytes) of the RAs.

3.3 Locality Types and Metrics

In this section, we introduce different locality types; then, we introduce N2N AID degree

distribution and cache miss rate degree distribution that helps to measure different

locality types.

3.3.1 Locality Types

Considering random memory accesses in Line 4 of Algorithm 1, the following patterns

of reuse of vertex data are identified.

• Type I: The consecutive neighbours of vertex v are close so that accesses to the

neighbours benefit from spatial reuse. This means that proximity of IDs of consec-

4https://github.com/araij/rabbit_order

https://github.com/araij/rabbit_order
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utive neighbours results in placing their data on the same cache line that provides

reuse in accessing data of neighbours.

• Type II: Subsequently processed vertices v and v + δ have common neighbours

whose data is temporally reused. If vertex u is a neighbour of v and v + δ, then

proximity of IDs allows cache to reuse the data of u in processing v + δ after using

it for processing v.

• Type III: Subsequently processed vertices v and v + δ have distinct neighbours,

but the IDs of the neighbours are close together and causes spatio-temporal reuse.

If u is a neighbour of v, and u + θ is a neighbour of v + δ, and θ is small enough

that data of u and u + θ are on the same cache line, then proximity of v and v + δ

results in reuse of this cache line.

• Types IV and V: These types happen for reusing a cache line that has been loaded

by another thread into a shared cache: a cache line contains data of vertices u and

u+ θ and is (re)used in semi-concurrent processing of distinct vertices by different

threads. It is type IV, if θ = 0 (similar to type II); otherwise, it is type V (similar to

type III).

Types IV and V are not directly targeted by RAs as they mainly depend on (1) ver-

tex partitioning algorithm and scheduling method of the runtime environment, and

(2) availability of the shared caches in the processor architecture. Types I, II and III are

determined by the graph and are controlled by RAs.

GO aims for improving type II and III by selecting the vertex with maximum gain

based on current contents of cache. RO targets type I and tries to improve clustering

based on neighbourhood of vertices that also results in type III. SB aims to improve

locality types I and III by identifying communities, and types II and III by assigning

consecutive IDs to hubs.

3.3.2 Neighbour to Neighbour Average ID Distance

Community detection algorithms such as RO try to form clusters based on the neigh-

bourhood of vertices. By assigning consecutive IDs to vertices in the same community,

they aim to increase reuse of neighbours’ data. To investigate how an RA succeeds

in bringing neighbours close to each other (spatial locality, type I), we calculate the

distance between neighbours.

Using Nv,i to show the ID of the i-th neighbour of vertex v (with sorted neighbours
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list in ascending order), Neighbour to Neighbour Average ID Distance (AID) is defined

as:

AIDv =

i=|Nv|

∑
i=2

|Nv,i − Nv,i−1|

|Nv|

When an RA assigns close IDs to neighbours of a vertex, the difference between

IDs of consecutive neighbours is reduced and AID is reduced. In this way, lower AID

values, generally, relate to better spatial locality. For a SpMV in the pull direction, AID

considers only the in-neighbours of a vertex.

We study the effects of RO on spatial locality of different vertex classes, using AID

degree distribution in Section 3.4.3 (Figure 3.3). AID degree distribution is computed in

O(|E|) time and O(max-degree) space complexity.

It is useful to compare N2N AID to “average gap profile” [11] that calculates average

of the differences between the IDs of two endpoints of each edge to provide a summary

of the spatial locality of the graph. The neighbours of a vertex do not need to be close to

the main vertex as they should be only close to each other to maximize spatial locality.

It is important to note that AID measures clustering efficacy of an RA and is in-

dependent of the architecture. In this way, AID is not a deterministic spatial locality

metric. As an example, assume a vertex has neighbours with IDs 1600, 3200, and 6400.

If an RA changes the IDs of neighbours to 400, 800, and 1600, AID is reduced but the

spatial locality is not changed (as the neighbours are still on different cache lines).

3.3.3 Cache Miss Rate Degree Distribution

In order to collect detailed information about RAs, we collect cache miss rates based on

the degree of vertices. This shows how RAs affect locality types II and III of different

vertex classes. We use simulation for this purpose; however, detailed simulation of

processor and memory hierarchy (in simulators like Gem5 [20]) is time-consuming for

large graphs.

Since (i) graph analytics are memory intensive (as an example, in Algorithm 1 we

have one add as computation in Line 4), and (ii) computation instructions are much

faster than memory instructions, we ignore simulating execution of instructions except

time-consuming memory instructions (load and store instructions) to make the simula-

tion process efficient and fast.
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We designed a trace-based simulator based on the cache simulator of SimpleScalar5 [33]

and equipped it with an accurate implementation of the dueling BRRIP and SRRIP [83]

cache replacement policies. We use this implementation for level 3 cache shared be-

tween the cores of each NUMA node and for the same configuration (number of sets

and ways of associativity) as the real CPU, our SkyLakeX machine (Appendix A). We

instrumented Algorithm 1 at source code level to call the simulator for every load/store.

We performed the parallel simulation in two phases: (1) logging memory accesses

during graph processing by each of the parallel threads, and (2) dividing execution

duration between threads where for each interval a thread simulates all logged accesses

by parallel threads in a round robin way.

Figure 3.1 shows the degree distribution of cache miss rate for RAs. We will interpret

these results in Section 3.4.

For datasets used in this chapter the average simulation time of one SpMV iteration

is 151 seconds. Compared to the real machine, the total cache misses of the simulation

has an average 15% error, and the average relative error (for comparing misses between

two RAs) is 1.4%. This means that differences greater than 1.4% between miss rates of

relabeled versions of a graph in Figure 3.1 are valid (presuming all degrees experience

the same rate of error).

3.4 Locality Analysis of RAs

3.4.1 SlashBurn

SB has been designed for power-law graphs: “We propose to envision graphs as a collection of

hubs connecting spokes, with super-hubs connecting the hubs, and so on, recursively” [108]. The

main idea is to iteratively remove hubs of power-law graphs; however, the practicality

of this method depends on (i) whether power-law graphs are destroyed recursively and

also (ii) if hubs are the main communication points of the graph.

To assess the first hypothesis, we depict the degree distribution of GCC for different

iterations of SB in Figure 3.2. Over different iterations of SB, the degree distribu-

tion of the GCC does not maintain the power-law property. After a few iterations,

the remaining network shows an almost-uniform degree distribution with low degrees.

Further iterations of the SB separate these LDV from their neighbours in what are per-

5http://simplescalar.com/

http://simplescalar.com/
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Figure 3.1: [Simulation] Cache miss rate degree distribution
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Figure 3.2: [Real execution] Degree distribution of initial graph and GCC after SB itera-

tions

ceived as different communities. As a result, neighbours are assigned widely distinct

IDs that reduces locality types I and III.

To evaluate the second hypothesis, at least for some graphs like protein-protein in-

teraction networks, it has been shown that flow bottlenecks (vertices that frequently

appear in communication paths between different vertices, i.e., with greatest centrality)

may not be the same vertices as hubs [170]. This shows that flow bottlenecks are better

candidates to produce communities by being removed from the graph.

SB is partly similar to degree-ordering as a number of HDV receive initial consec-

utive IDs that increases temporal reuse (types II and III) in accessing data of out-hubs.

SB improves locality types IV and V (Section 3.4.6).
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3.4.2 GOrder

GO tries to optimize locality by maximising reuse of the current content of the cache

(types II and III). It uses a sliding window and searches for a neighbour with the greatest

score (Section 3.2.4). For a HDV in the sliding window the sibling score is dominant and

the vertex with more common in-neighbours will have more chance to be selected. For

a LDV in the sliding window the neighbourhood score is dominant.

GO considers common neighbours with only a limited number of already-placed

vertices (a window size of the past 5 vertices). There are numerous LDV in power-law

graphs and many of them appear equally “close” to the 5 last labeled vertices. As such,

GOrder cannot properly distinguish which LDV to select. This is reflected in the cache

miss rate (Figure 3.1) where GOrder decreases cache miss rate well on HDV but cannot

perform well for LDV.

To further investigate GOrder’s strategy towards HDV, we use cache simulation to

count the number of misses occurring in accessing data of HDV. Table 3.2 shows that

GO and SB have the lowest reloads of HDV. For Twitter MPI and Friendster SB has

lower reloads of vertices with degree > 2000; but, for vertices with degree > 20, GO

has the lower reloads. As such, GOrder increases the number of reloads of HDV to

provide space in cache for LDV (to reduce its reloads). The latter are exponentially

more frequent in power-law graphs.

Dataset Min. Degree Initial SlashBurn GOrder Rabbit-Order

WebB 2,000 10 21 2 10

TwtrMpi 2,000 8 0.4 4 11

TwtrMpi 20 345 260 230 377

Frndstr 2,000 2 0.04 1 3

Frndstr 20 1,177 1,110 818 1,060

SK 100 8 26 7 11

Table 3.2: [Simulation] Total number of misses (in millions) for accessing data of vertices

with degree > Min. Degree

As we explained in Section 3.4.1, partial degree-ordering in SB keeps data of out-

hubs in cache; but, the score function of GO selects vertices with more temporal reuse

based on the current contents of the cache and prevents filling cache with HDV. In other

words, GO allocates cache space to vertices with lower degree but with more temporal
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reuse in short durations of processing and in this way, GOrder reduces the presence of

HDV in the cache to increase the total reuse. As a consequence, GO fills the cache with

vertices of different degrees (but with more temporal reuse) rather than dedicating the

cache capacity to vertices with the highest degree.

3.4.3 Rabbit-Order

RO builds communities bottom-up and starts from low degree vertices and merges

neighbouring vertices while trying to maximise the gain function (Section 3.2.4). This

results in a set of trees that reflect the communities and are used in the second phase to

assign IDs by DFS traversal of each tree.
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Figure 3.3: [Calculation] AID degree distribution

We use degree distribution of AID (Section 3.3.2) to assess changes made by RO in

spatial locality. As Figures 3.1 and 3.3 show, Rabbit-Order reduces AID of LDV and

improves their spatial locality by using DFS in the second phase that assigns spatially

close IDs between neighbouring LDV in clusters. However, as degree of vertices is
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increased, DFS cannot assign consecutive IDs to the neighbours (because each neighbour

has itself a number of neighbours). So, AID and cache miss rate of Rabbit-Order are

increased for HDV.

3.4.4 Observation on Hubs

Figure 3.1 shows that all RAs incur higher miss rates for hub vertices. Processing an

in-hub requires accessing data of several in-neighbours, and only a fraction of that data

can be held in cache in any one moment. For other ones, memory accesses are required.

While RAs change the order of edges of hubs, they cannot change the topology of a

graph. So, locality of hubs is not improved by RAs as much as other vertices.

Locality of hubs is important as they involve a large fraction of the edges (therefore, a

large fraction of traversal time) and this observation demonstrates that hubs of skewed-

degree graphs suffer from a structural problem in relation to locality that cannot be

solved by RAs.

Moreover, since the data of subsequent neighbours of an in-hub should be read from

memory and be placed in cache, the formerly read neighbour’s data is flushed by the

newer ones before that in-hub is processed completely. This does not allow the data to

have an opportunity to be used in processing other vertices. In this way, reuse of cache

contents is reduced as a side effect of processing in-hubs.

3.4.5 Real Execution Performance Metrics

Table 3.3 shows the real execution of SpMV. The number of misses and idle time are

averaged between threads.

Last level (L3) cache misses show the number of memory accesses that are not sat-

isfied by caches and are sent to main memory. The number of L3 misses is the main

locality metric. Table 3.3 shows that SB may destroy locality and, therefore, increase

the execution time. GO reduces L3 misses and execution time of social networks. RO

reduces the cache misses and the execution times of web graphs.

DTLB misses is the number of misses that occur in looking up translations of virtual

addresses to physical addresses. While a DTLB miss results in (possibly multiple) mem-

ory accesses, DTLB misses are not usually a bottleneck as the total size of huge memory

pages that are cached by TLB is much greater than the aggregate CPU cache capacity.

DTLB misses show locality of RA at larger granularity, i.e., at longer reuse distances
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Dataset Time (MilliSeconds) Idle (%) L3 Misses (Millions) DTLB Misses (Kilos)

Bl SB GO RO Bl SB GO RO Bl SB GO RO Bl SB GO RO

WebB 90 145 89 79 1.5 2.1 2.2 2.3 4.3 6.8 4.3 3.7 0.6 1.7 1.8 1.6

TwtrMpi 354 339 299 366 1.8 2 1.1 1.7 15.7 14.2 12.6 16.3 4.7 2.3 3.1 3.1

Frndstr 771 761 578 667 1.2 1.5 1.4 1.2 40.8 39.2 29.1 34.9 9.3 9.4 7.1 7.6

SK 117 168 109 109 8.2 1.5 1.6 4.1 5.7 8.8 5.5 5.3 0.8 1.4 0.5 0.6

WbCc 438 414 311 297 1.9 2.3 2.3 3.1 20.5 19.3 13.5 12.6 8.6 6.8 6.9 4.5

UKDls 194 317 180 1.9 1.9 2.5 10.1 16.5 9.3 1.8 4.4 1.4

UU 282 486 285 1.9 1.9 6 14.6 24.9 13.8 2.8 7.8 2.4

UKDmn 297 459 281 1.4 2.1 2.7 15.7 23.5 14.7 4.4 5.6 2.7

ClWb9 2,221 2,811 1.3 1.4 100.9 139.3 39M 181

Table 3.3: [Real execution] SpMV execution results (Bl: Baseline without relabeling)

than L3 misses.

RO interleaves HDV between LDV during the ID assignment phase. By applying

DFS on independent clusters whose data are placed in a few memory pages, Rabbit-

Order minimizes intra-cluster edges that reduces DTLB misses.

Idle time shows the average percentage of execution time that each thread is idle.

Comparison between RO and the baseline for UU in Table 3.3 shows that RO reduces

L3 misses, but the execution time is not better than the baseline. Increased idle time is

one of the reasons and shows that improving locality does not necessarily translate to

improved performance.

Since RAs do not change the locality of consecutive vertices (that form partitions

that are assigned to or stolen by threads) evenly, as Table 3.3 shows, improving locality

of a graph dataset by an RA may increase the idle time. Increased idle time indicates

poorer load balance and opens further opportunities for optimization, e.g., it may be

possible to further improve load balance by increasing the number of partitions.

3.4.6 How Much of Cache Capacity Is “Effectively” Used?

We introduce the Effective Cache Size (ECS) as “the percentage of cache capacity ded-

icated to caching randomly accessed data”. In the pull direction SpMV (Algorithm 1),

this measures the proportion of cache used to cache Di. The ECS is important in graph

processing as cache lines of topology data are sequentially accessed and have a limited

reuse. So, there is no merit in keeping topology data in cache; but, randomly accessed

vertex data are reused and dedicating more cache space to them is beneficial to improve
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performance.

We use functional (timing-less) simulation to estimate ECS. We periodically scan the

cache contents during execution to identify cache lines containing old data of vertices.

Table 3.4 shows the results for the baseline (without relabeling) and for different rela-

beling algorithms. Table 3.4 shows that RAs do not utilize all capacity of the cache to

satisfy random memory accesses.

Dataset Baseline SlashBurn GOrder Rabbit-Order

WebB 27.4 50.9 26.2 20.4

TwtrMpi 68.3 65.5 63.4 68.9

Frndstr 77.5 76.9 75.2 76.7

SK 37.3 55.2 37.3 42.9

WbCc 64.1 64.9 57.5 58.9

UKDls 22.0 48.1 20.6

UU 29.7 52.4 30.6

UKDmn 18.2 41.5 18.3

Table 3.4: [Simulation] Average effective cache size (%)

Moreover, SB usually has the greatest ECS while it makes the most cache misses (Fig-

ure 3.1 and Table 3.3). In other words, by reducing locality, the effective cache size is

increased. To explain this, we need to review the arrangement of vertices in the SB

algorithm. By separating LDV from their parents in the last iterations of SB, the locality

types I and III of LDV are reduced. This means more memory requests are performed

and cache lines with lower reuse are evicted faster (as a greater number of new cache

lines are fetched from the main memory and should be placed somewhere in the cache).

Therefore, cache lines of topology data are removed faster from cache and the number

of cache lines of vertex data is increased.

To have a better illustration, we compare this status to when all random memory

accesses are clustered on a small number of vertex data because of better locality. So, a

smaller portion of cache capacity is dedicated to those frequently accessed vertices and

ECS is reduced. Comparison of L3 misses in Table 3.3 and ECS in Table 3.4 also shows

that the RA with the best locality for a dataset, has the lowest ECS.

This observation has two important repercussions for hardware design: (i) the full

cache capacity remains unused in the current state of the art. So, improving locality will

mean caches are even more over-sized, and (ii) in order to optimize a multi-level caching

system, we need to have new and different cache inclusion policies for memory access
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types: the topology data (that is prefetched) is required to be cached only in the highest

level, but the vertex data benefits from multi-level caching, especially from a shared

last level cache where only vertex data cache lines are stored and accessed by multiple

processors.

On the other hand, this shows that we need software algorithms that are capable

of making good use of all capacity of the cache.

Increasing ECS in SB results in filling the cache with a large number of vertex data

and locality types IV and V are improved in processing numerous neighbours of

hubs. So, as Figure 3.1 shows, the miss rate in processing hubs is reduced by Slash-

Burn.

3.5 Locality Analysis of Graph Datasets

This section investigates the structure of different types of real-world graph datasets and

their effects on RAs.

3.5.1 Web Graphs vs. Social Networks

Table 3.3 shows that the RA that performs well for social networks is GO and for web

graphs it is RO. Section 3.4.2 explains that GO improves locality of HDV and Sec-

tion 3.4.3 demonstrates how RO improves locality of LDV. So, HDV of social networks

and LDV of web graphs are the main sources of improving locality by GO and RO,

respectively.

To explain this, we compare the connection between HDV in social networks and

web graphs by defining the Asymmetricity of a vertex as the fraction of in-neighbours

that are not out-neighbours:

Asymmetricity(v) =
|{(u, v) ∈ E|(v, u) /∈ E}|

|{(u, v) ∈ E}|

Figure 3.4 compares the degree distribution of asymmetricity of TwtrMpi (a social

network) to UK-Union (a web graph). It shows that TwtrMpi has highly symmetric ver-

tices with high in-degrees. In other words, in-hubs are almost symmetric in social

networks (in-hubs are out-hubs), while web graphs do not have symmetric in-hubs.

For further investigation, we analyze the connection between vertices by defining

degree classes: "1-10", "10-100", "100-1K", ... . Figure 3.5 represents the degree range de-

composition as the correlation between the degrees of neighbouring vertices: all edges
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Figure 3.4: [Calculation] Asymmetricity degree distribution

to vertices in a degree class are binned based on the degree class of their source vertex.

As an example, vertices with in-degree between 10-100 in TwtrMpi receive 29% of their

incoming edges from vertices with out-degree 100K-1M.

For vertices with degree greater than 1K in TwtrMpi, HDV form more than half of

the neighbours while, in SK-Domain LDV are dominant in forming neighbours of HDV.

This shows that HDV have close connection to each other in social networks. On the

other hand, LDV are the main constituents of all degree classes of the web graphs.

For this tight connection of HDV in social networks, RO cannot form independent

clusters (with relatively small number of intra-cluster edges) and therefore RO cannot

improve locality of the HDV. Table 3.2 also shows that RO has the most reloads, but

GO manages hubs based on their temporal reuse (Section 3.2.4). In this way, GOrder

optimizes reuse of a large number of fully connected HDV of social networks that

cannot be kept simultaneously in the cache by giving priority to temporal reuse of

vertices with lower degree.

On the other hand, web graphs do not have a tight connection between HDV and

the important factor for locality is spatial locality between low-degree neighbours. As a

result, Rabbit-Order efficiently groups LDV to reduce AID and improves their locality

(Figures 3.1 and 3.3).

3.5.2 Push Locality vs. Pull Locality

Section 3.2.1 explained push and pull traversal directions. In this section we explain

how different datasets benefit from a special traversal direction.

Push and pull traversals differ in two aspects: (1) using CSC in pull and CSR in push,
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Figure 3.5: [Calculation] Degree range decomposition of neighbours of vertices (in per-

cent)

and (2) reading data of vertices in pull and writing it in push. So, the comparison of

push and pull traversals should be performed in two steps: (1) investigating the impact

of CSC and CSR formats of the graph by considering the same operation (e.g. read) for

both formats (instead of read in CSC and write in CSR), and (2) identifying how read

and write instructions affect the CSC and CSR traversals.

The second step depends on the analytic algorithm. So, we concentrate on the first

step to understand the impacts of different real-world graphs with skewed degree distri-

bution on locality of push and pull traversals. Table 3.5 compares CSC and CSR traver-

sals for the read operation, i.e., each vertex makes a sum of data of its in-neighbours

(in CSC traversal) and its out-neighbours (in CSR traversal). It shows that there is a

fundamental difference: web graphs have faster CSR traversal, but CSC traversal is

faster for social networks.



Chapter 3. Analysis of Graph Relabeling Algorithms and Graph Datasets 45

Dataset L3 Misses (M) Traversal Time (ms)

CSC CSR CSC CSR

WebB 4.3 3.8 90 81

TwtrMpi 15,7 21.7 354 439

SK 5.7 4.6 117 88

UKDls 10.1 9.3 194 177

ClWb9 100.9 96.5 2,221 2,129

Table 3.5: [Real execution] CSC vs. CSR read traversals

To explain the differences in CSR and CSC locality, we study the structure of power-

law graphs. The effect of hubs becomes more important in CSR and CSC traversals by

noting two points discussed in Section 3.5.1: (1) real-world graphs with skewed degree

distribution may have both in-hubs and out-hubs or only one of them, and (2) in-hubs

are not always out-hubs and vice versa. Moreover, in a pull traversal using CSC format,

out-hubs have a constructive effect on locality as their data is frequently accessed and

is reused in processing several vertices; but, in a push traversal using CSR in-hubs are

locality improving.

In order to explain locality of push and pull traversals, we consider the number

of edges where accessing their data results in a cache hit by keeping H hubs with

maximum degrees in the cache. This shows what fraction of the total edges (as an

indicator of total random memory accesses) are processed with no cache miss as a result

of keeping data of H hubs in the cache. Figure 3.6 illustrates the percentage of edges

covered by hubs while increasing the number of hubs for a social network (Twitter MPI)

and a web graph (SK-Domain).

Figure 3.6 shows that in a pull traversal of Twitter MPI, accesses to data of 44% of

the edges are hit in cache if we keep 100K out-hub data in the cache, but in a push

traversal only 23% of the edges are covered. For the SK-Domain it is vice versa: a pull

traversal covers only 4% of the edges for keeping 100K out-hub data in the cache while,

push traversal covers 64% of the edges. We found the same trend across all graphs of

the same types.

This shows that web graphs benefit from Push Locality as they have more powerful

in-hubs than out-hubs while, social networks benefit from Pull Locality because of

their more powerful out-hubs.

This difference between push and pull locality in social networks and web graphs

is reflected in the applicability of Direction-Optimizing BFS (DO-BFS) for social net-
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Figure 3.6: [Calculation] Comparison of percentage of edges covered by in-hubs in CSR

traversal vs. out-hubs in CSC traversal

works [13]. DO-BFS uses push traversal for sparse iterations (where a small portion of

vertices are active) and uses pull traversal for dense iterations (where a large number of

vertices are active) as suggested by [151]; however, pull traversal is accelerated only for

graph datasets like social networks that have pull locality. For web graphs, on the other

hand, pull traversal is not supported by pull traversal as they have push locality.

3.6 Conclusion

In this chapter, we discussed key mechanisms that create or destroy locality. We intro-

duced a number of techniques to analyze graph reordering algorithms (RA) and their

effects on real-world graphs with skewed degree distribution. We introduced Local-

ity Types to enrich the terminology required for the discussion and we presented an

accurate graph-specific simulation technique that allowed us to investigate locality con-

ditional on the degree of vertices. We presented N2N AID as a spatial locality metric.

Using these techniques and metrics we studied three state-of-the-art locality optimiz-

ing RAs: SlashBurn, GOrder, and Rabbit-Order to identify how they affect locality of
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different vertices.

We presented a structural analysis of real-world graphs that explains the contrasting

behaviours of datasets in relation to RAs. We identified a tight network of high-degree

vertices in social networks that suffers from temporal locality and we discussed the func-

tionality of GOrder that enhances temporal locality of these datasets. Analysis of web

graphs showed that low-degree vertices are the dominant class of vertices. As a result,

clustering low-degree vertices of web graphs by Rabbit-Order improves the spatial lo-

cality. We introduced Effective Cache Size as a metric of cache capacity utilization and

we see that improving locality by relabeling algorithm reduces the ECS.

We considered differences of the locality of push and pull traversals as consequences

of the structure of datasets and we showed that web graphs benefit from push locality

but, social networks benefit from pull locality. This reveals the necessity of consider-

ing the structure of datasets in selecting a suitable direction for processing and also in

interpreting results.

We observed that while hubs dedicate a large portion of edges of a graph, they expe-

rience low locality in graph traversal even after relabeling by different graph reordering

algorithms. This shows that different vertex classes in power-law graphs have differ-

ent performance and locality demands that are required to be considered in designing

high-performance algorithms.



Chapter 4

Uniform Memory Demands Strategy

4.1 Introduction

In Chapter 3, we analyzed the structure of graph datasets and we observed that rela-

beling algorithms cannot improve locality of hub vertices as much as other vertices and

this negatively affects the performance as hubs dedicate a great percentage of edges

(and execution time) to themselves.

We explained that graph relabeling has inherent limitations in improving locality as

it changes the order of vertices and deploying reordering algorithms cannot improve

locality for vertices with great degrees as cache cannot store the data of all their neigh-

bours. In other words, while reordering algorithms consider the structure of graphs to

renumber the vertices, the processing of vertices, still, ignores the structural differences

of vertex classes and applies the same structure-oblivious traversal for all vertices.

This shows that a unique traversal cannot satisfy contrasting memory demands

of different subgraphs, even in a simple graph traversal such as SpMV. We need to

differentiate between these subgraphs to prevent inefficient processing of subgraphs

by applying a traversal to the whole graph while it is only suitable for a particular

subgraph. In other words, we need to consider the implications of the graph structure

on graph traversals in order to satisfy the memory demands with the lowest overhead

as a result of deploying subgraph-optimized graph traversals.

To that end, in this chapter, we introduce the Uniform Memory Demands strategy

that acknowledges the diverse behaviours and demands of different vertex classes and

subgraphs instead of trying to find a general solution for the whole graph.

The Uniform Memory Demands strategy operates by categorizing memory be-

48
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haviours of different subgraphs into groups, where, in each group, memory accesses

produce the same behaviour. Then, distinct data structures and algorithms are de-

signed for each vertex class/subgraph aiming to satisfy the uniform memory demands

in their vertex class/subgraph with the lowest overhead.

As the Uniform Memory Demands strategy concentrates on optimizing the perfor-

mance of graph algorithms, we consider the execution of graph algorithms in the com-

puting environment1. As a result, it is necessary to analyze the mutual implications of

(i) the computer architecture, (ii) the graph structure, and (iii) different graph algo-

rithms as solutions for a graph problem. This analysis helps us to identify or to design

the best graph algorithm for each subgraph that satisfies its memory behaviours with

the lowest overhead.

After identifying/designing the algorithms that best match the memory demands

of subgraphs/vertex classes, we may need to apply some changes in the graph struc-

ture. For example, we may need to separate edges of each subgraph and to store them

together in order to facilitate consecutive accesses to these edges. As a result, a restruc-

turing step (as a pre-processing step) may be required. Section 4.2 details the steps

of applying the Uniform Memory Demands strategy to design structure-aware graph

algorithms.

It is also helpful to compare the Uniform Memory Demands strategy to strategies

with similar concepts. The “Divide and Conquer” and “Dynamic Programming” strate-

gies try to find a solution for a problem by dividing the problem into smaller problems

that are easier to solve, or can be further divided, recursively. In contrast, the Uniform

Memory Demands strategy (i) states that a general solution is not capable of satisfy-

ing contrasting memory demands of different subgraphs/vertex classes in real-world

graphs and (ii) finds bespoke solutions with optimized performance for each subgraph.

From another perspective, in applying the Uniform Memory Demands strategy, it is

not the problem to find an algorithm as a solution for a graph problem. But, we are

curious about the formation of different subgraphs in the structure of the graph and

1As we detail in Section 8.2, this dependency of considering the execution of graph algorithms in com-

puting environments restricts the domain of the work and the direct applicability of the results to the

considered computing environments. However, it is the requirement of the work as memory behaviours

are created only in an execution environment and based on the architecture of the processor. Therefore,

this dependency is the virtue of the work and not a limitation. Moreover, while a study may consider a

restricted domain, it may result in more general falsifiable insights and techniques that are not limited to

that domain.
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how these subgraphs express different memory demands in different graph traversals

as solutions to a particular problem.

Although, as the Uniform Memory Demands strategy divides the input graph dataset

based on memory access demands in order to provide better performance, we can say

that the Uniform Memory Demands strategy applies the Divide and Conquer strategy

on the structure of the input dataset to find the best algorithm for each subgraph.

In the following sections of this chapter we explain the Uniform Memory Demands

strategy and its applications in more detail. In Section 4.2 we explain the steps of the

Uniform Memory Demands strategy for designing structure-aware graph algorithms.

In Section 4.3, we summarize the applications of the Uniform Memory Demands strat-

egy in designing structure-aware graph algorithms in the following chapters of this

thesis. We discuss further applications of the Uniform Memory Demands strategy in

Section 4.4.

4.2 Analysis and Design Steps

In designing algorithms based on the Uniform Memory Demands strategy, we consider

the following steps:

Step 1. Identifying Contrasting Demands & Behaviours

As the first step, we have to identify if it is observed/expected from different

vertex classes/subgraphs of power-law graphs to present contrasting behaviours.

We need to know the immediate results of these behaviours and how they affect

performance.

In this step, we answer these questions: What are the opposing behaviours of

vertex classes or subgraphs? What is the main bottleneck in the main algorithm

(poor memory locality, work inefficiency, or load imbalance)? What features of

the input datasets may change the performance of the main algorithm? Can we

extract or imagine vertex classes or subgraphs with different behaviours?

Analysis techniques, such as the ones introduced in Chapter 3, that evaluate a

graph for its smaller constituents (such as vertex classes, component, and sub-

graphs) are useful in this step.

Step 2. Considering Potential Solutions
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In the second step, we consider different solutions for performing the main task.

We need to understand the effects of each solution and algorithm and its require-

ments.

The questions in this step are: What are the possible algorithms/traversals for

performing the main algorithm? What are the special features, advantages, and

disadvantages of each algorithm? Do particular conditions exist which maximize

the performance of an algorithm? What are the effects of these algorithms on

different vertex classes and/or subgraphs?

Step 3. Matching & Adjusting

Now, we have to specify which algorithm facilitates the best performance for each

vertex class/subgraph, and what changes are required to adjust the matched algo-

rithms in order to provide the same results as the main task.

In this step, we need to find answers for these questions: What traversal/algorithm

is the best for each vertex class/subgraph? What are the direct and subsidiary re-

sults of selecting a potential solution for a vertex class? How does it provide better

performance? Does it affect other metrics (like load balance, memory locality, and

work-efficiency)?

Step 4. Merging

In the last step, we have to specify if we need to perform other modifications to

make it possible that different algorithms of different vertex classes/subgraphs

work together.

Questions that we need to answer are: How to merge the distinct algorithms that

work on distinct vertex class/subgraph to deliver compatible results with the

main task? Is it necessary to modify results of any of the algorithms (that work

on a subgraph)? Is it required to apply changes into the structure of the graph

to allow algorithms to work independently? Can these distinct algorithms work

concurrently? If not, does sequential processing of subgraphs have side effects on

load-balance or performance?
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4.3 Applications

In the rest of this thesis, we design the following three structure-aware graph algorithms

by deploying the Uniform Memory Demands strategy and the design steps explained

in Section 4.2:

• In Chapter 5, we consider different parallel counting sort algorithms applied to

a set of key-value pairs as input data with a skewed degree distribution for the

values. This condition happens for degree ordering of real-world graphs with

power-law degree distribution.

For parallel counting sort with shared variables between threads, atomic memory

accesses are the main cause of inefficiency. On the other hand, if we use private

variables, the size of memory and the overhead of merging are the causes of inef-

ficiency. This has made parallel counting sort practically slower than comparison-

based sorting algorithms.

By applying the Uniform Memory Demands strategy, we explain that shared vari-

ables are suitable for a subset of vertices and the private variables are the best

option for the rest of vertices. In this way, we introduce the SAPCo Sort algorithm

that optimizes performance in degree ordering of power-law graphs by consider-

ing the structure of the input dataset in order to reduce memory space requirement

while increasing work-efficiency.

• In Chapter 6, we consider the SpMV-based graph algorithms and we use the Uni-

form Memory Demands strategy to explain that the skewed degree distribution

of graphs prevents processing of hub edges from benefiting from CPU’s cache to

have better locality.

If we process the edges in the pull direction, the great degree of in-hubs does

not allow reuse of fetched data from memory. On the other hand, processing in

the push direction suffers from (i) the overhead of the atomic memory accesses or

(ii) the memory requirement and performance overhead of buffer merging.

By using the Uniform Memory Demands strategy, we design the iHTL algorithm

as a structure-aware SpMV. iHTL processes the incoming edges to in-hubs in the

push direction as these edges have a small number of destinations but numerous

sources. So, it is better to dedicate cache to the destinations (whose small numbers

allow them to be maintained in the cache) and benefit from reusing of destinations’
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data as a result of the push-direction traversal. On the other hand, for incoming

edges to non-hubs, iHTL uses the pull direction that facilitates reuse of source

vertices of the edges.

• In Chapter 7, we analyze the memory accesses in the Triangle Counting (TC) algo-

rithm when running on real-world graphs with power-law degree distribution.

We use the Uniform Memory Demands strategy to show that the Forward al-

gorithm, as a structure-oblivious TC algorithm, results in (i) depriving non-hub

vertices from experiencing locality in accessing their neighbour lists, (ii) inefficient

usage of cache capacity, and (iii) fruitless searches.

Then, we introduce the LOTUS algorithm that optimizes locality by dividing the

graph into three subgraphs and by performing the triangle counting in 3 steps. In

each step, Lotus uses a compact data structure and a bespoke algorithm in order

to optimize memory locality.

4.4 Discussion

In this thesis, we explain the applications of the Uniform Memory Demands strategy for

designing graph algorithms with optimized performance in processing skewed-degree

graphs. However, this strategy is also useful for other graph structures with other de-

gree distributions as long as the degree distribution results in contrasting memory be-

haviours for different vertex classes or subgraphs.

The main ideas behind the Uniform Memory Demands strategy are to (i) recognize

contrasting memory behaviours produced by different subsets of the input datasets and

to (ii) categorize these demands in order to find the best solution for each category. So,

the Uniform Memory Demands strategy works based on two assumptions: (a) existence

of contrasting behaviours and (b) separation of these contrasting behaviours results in

satisfying these demands with lower overhead by designing and deploying specific data

structures and algorithms for each group of behaviours. The first assumption depends

on the structure of the graph dataset and the second assumption is, mainly, a data

and task management technique whose efficacy is identified in practice and the three

following chapters of this thesis act as proofs-of-concept.

In general, the applicability of the Uniform Memory Demands strategy, similar to

other strategies, is identified a posteriori, in practice, and on a per-case-basis consid-
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eration. To examine if the Uniform Memory Demands strategy works for a particular

problem, first, we need to see if contrasting memory behaviours can be a source of

inefficiency. Then, we should try to identify subsets of the input dataset (such as sub-

graphs/vertex classes) that show contrasting demands. In the next step, we have to

design/find algorithms that satisfy these contrasting demands with the lowest over-

head. After this final step, we can say the Unified Memory Demands strategy has been

successful for this problem.

The Uniform Memory Demands strategy can also be generalized to facilitate op-

timized usage of other resources. As an example, in communication-intensive applica-

tions in a distributed system, the structure of the input datasets can be used to categorize

the contrasting communications demands in order to satisfy them with lower commu-

nication overheads. In processing dynamic graphs [58, 139], the structure of the dataset

can be used to design bespoke updatable data structures and updating algorithms for

different subgraphs. In using Non-Volatile RAM (NVRAM) for graph processing, we

may find similar relationships between read-intensive and write-intensive behaviours to

the structure of the graph.
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SAPCo Sort: Structure-Aware

Parallel Counting Sort

5.1 Introduction

Degree ordering, or sorting vertices IDs by their degrees, is a basic tool in several graph

algorithms and frameworks [6, 38, 55, 102, 108, 159].

The input data is an array containing |V| elements, where, each element contains the

vertex ID (as key) and the vertex degree (as value). The output is similar to the input,

but vertices are sorted by their degrees in descending or ascending order. Without loss

of generality, we use the ascending order of degrees. In this way, the problem is to sort

n = |V| key-value pairs.

Several sorting algorithms with optimized complexities and implementations have

been introduced [9,30,42,56,63,93,128,140,148]; however, they are not well-adjusted for

real-world graphs with skewed degree distribution. The parallel algorithms that work

based on sample sort [63] and radix sort [140], move elements several times until they

are accommodated in their final places. On the other hand, counting sort [140] makes

advantage of writing elements directly in their final places and has a time complexity of

O(n) (while comparison-based sorting algorithms have a complexity of O(nlogn)); but

its parallelization is restricted by the range of values.

In this chapter, we deploy the Uniform Memory Demands strategy to analyze the

parallel counting sort algorithm and the behaviour of different vertex classes in this

algorithm. Then, we design the Structure-Aware Parallel Counting (SAPCo) Sort al-

gorithm. The evaluation of SAPCo in comparison to parallel counting sort shows that

55
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SAPCo is 33–71 times faster. In comparison to state-of-the-art sample sort and radix sort

algorithms, SAPCo is 1.7–4.0 times faster.

5.2 Counting Sort

5.2.1 Sequential Counting Sort

Algorithm 3 shows the sequential counting sort of the input array IN containing n key-

value pairs:

Step 1. Reading the input array and identifying the greatest value and assigning it

to max_val (Lines 1–4).

Step 2. The input array is read and a counters array of length max_val is used to

count the number of times different unique values occur in the input array

(Lines 5–7).

Step 3. To specify the insertion point of the first occurrence of unique values in

the output array, the prefix sum of counters is calculated and stored in the

Insertion Points (IP) array (Lines 8–10).

If value val appears r = countersval times in the input array, IP reserves

space for all r repetitions of v as IPval+1 = IPval + countersval .

Step 4. The input array is read again and values are placed in the output array

using IP: After reading an element with value val, it is written on an index

of the output array that is identified by the insertion point, IPval , and IPval is

incremented to be ready for the next val (Lines 11–13).

As the counters array is not needed after Step 2, its allocated memory is used for IP;

however, we use different names to mention distinct usages and contents.

5.2.2 Parallel Counting Sort

To parallelize counting sort, we consider parallelisation of each step. In Step 1, we need

to replicate the max_val variable over all threads and to reduce the replicates to identify

the max_val. To parallelize Steps 2-4, we need to identify the memory access types as

IP and counters arrays are modified by concurrent threads. As a result, we have two

options:
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Algorithm 3: Sequential counting sort
Input: struct{key; val; } IN[n]
Output: struct{key; val; } OUT[n]

/* Step 1: Identifying the greatest value */
1 max_val = 0;
2 for ( v ∈ IN ) do
3 if v.val > max then
4 max_val = v.val
5 max_val++;

/* Step 2: Counting number of occurrences of different values */
6 counters[max_val] = {0};
7 for ( v ∈ IN ) do
8 countersv.val++;

/* Step 3: Specifying insertion points */
9 IP[max_val] = {0};

10 for ( val = 1; val < max_val; val++ ) do
11 IPval = IPval−1 + countersval−1;

/* Step 4: Writing the output */
12 for ( v ∈ IN ) do
13 OUTIPv.val = v;
14 IPv.val++;

1. Shared IP: We divide the input array into partitions and threads read partitions

of the input array and atomically increment the shared counters (Step 2), then,

IP is calculated by parallel prefix sum (Step 3), and threads read the input array

and use atomic memory accesses to get an insertion point from the shared IP

(Step 4). To accelerate Step 2, per-thread counters can be used to avoid atomic

memory accesses. In this case, the counters should be merged by the end of

step.

2. Private IP: The input array is divided into partitions and per-partition counters

arrays are allocated. Then, partitions are read by threads and their private

counters are set (Step 2). A global counters array is accumulated by private

counters, and the global IP is identified by parallel prefix sum. The global IP

and the private counters of partitions are used to identify the private IP of each

partition (Step 3). The input array is read again and private IP are used to

identify the index required for writing to the output array (Step 4).
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LDV HDV

Figure 5.1: LDV and HDV in ClueWeb12

5.3 Algorithm Design

5.3.1 Step 1: Identifying Contrasting Demands & Behaviours

In the first parallelization approach, shared IP, we need O(n) atomic memory accesses

during Step 4.

The applicability of the second approach, private IP, depends on the number of par-

titions (which is affected by the number of CPU cores and also affects the load balance)

and the range of values, max_val. For p partitions, the memory space complexity is

O(max_val · p). For a small max_val, p can be large enough to keep all processors busy;

however, that is not the case for degree-ordering of real-world graphs where max_val

may reach 95 million (Section 5.5). Moreover, Step 3 (merging private counters and cal-

culating private IP) has a time complexity of O(max_val · p) that is increased by both

max_val and p. In Step 2, also, we need to merge counters of t threads that results in

O(max_val · t) memory accesses.

We see that each of these approaches suffers from particular limitations. The shared

IP approach sacrifices performance in order to save memory space and the private IP

provides better performance while requesting much greater memory space.

5.3.2 Step 2: Considering Potential Solutions

Figure 5.1 is the same as Figure 2.1 and shows the Low-Degree Vertices (LDV) and

High-Degree Vertices (HDV). Since in power-law graphs, the number of LDV are expo-
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nentially greater than HDV, in degree-ordering of these graphs, the input array has a

very small number of HDV and a huge number of LDV.

As a result, when traversing the input array, the very small indices of counters and

IP arrays (that correspond to LDV) are accessed frequently; but, the greater indices (that

correspond to HDV) are rarely accessed.

5.3.3 Step 3: Matching & Adjusting

Since HDV are rare and have a wide range of values, it is more efficient to save memory

space and time by allocating a shared memory array for HDV and using atomic memory

accesses to protect it from concurrent accesses of threads processing different partitions.

In other words, shared IP is the best match for HDV. Here, we take advantage of

lower memory space requirement by paying the cost of atomic memory accesses for

HDV, but these are only a small percentage of the total memory accesses. The “Cu-

mulative Frequency” plot in Figure 5.1 shows that less than 1% of vertices are HDV in

the ClueWeb12 graph; therefore, less than 1% of memory accesses will be protected by

atomic accesses.

In contrast, LDV are frequent and their corresponding indices that are accessed in

the counters and IP arrays are confined to a short range. So, it is more efficient to deploy

private IP for LDV that assigns per-partition private memory for IP arrays to accelerate

their accesses that form almost all of the memory accesses (more than 99% in Figure 5.1).

On the other hand, by limiting the range of values to LDV, we avoid high memory space

consumption of private IP approach.

5.3.4 Step 4: Merging

We explained that the private IP is the best match for LDV and the shared IP is the best

one for HDV. In order to deploy both these algorithms, we need to specify a threshold

between LDV and HDV.

We use tsld = min(1000, 0.5 ∗ max_val ) as the threshold between HDV and LDV.

We control the size of total memory space by using 1000 as the maximum value of this

threshold that also acts as a suitable border between HDV and LDV in our graphs. The

0.5 ∗ max_val prevents assigning the total range of values for per-partition IP arrays

when range of values is small, i.e., max_val < 2000.

By using this threshold we limit atomic memory accesses to HDV to prevent sacrific-
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ing performance. On the other hand, we assign private memory for LDV that form most

of the memory accesses. In this way, we limit the replicated private memory space and

overheads of aggregating counters and disseminating IP to only tsld (and not max_val)

indices.

5.4 SAPCo Sort Algorithm

Algorithm 4 shows the SAPCo sort. In this algorithm, we call degree of vertices as their

values.

Step 1. In Lines 1–9, we identify the maximum value (i.e., maximum degree) of the

input and we assign a private counters (pcounters) array of size tsld for each partition.

We also create a global counters (gcounters) array of size max_val.

Step 2. In Lines 10–15, threads process elements in each partition of the input array.

For an element with value val, if val < tsld, pcountersval of the partition is incremented;

otherwise, gcountersval is atomically incremented.

Step 3. In Lines 16–19, we merge pcounters of different partitions into the gcounters.

Then, by applying parallel prefix sum on the gcounters, the Global Insertion Points

(GIP) array is identified. By using GIP and pcounters, Private Insertion Points (PIP)

arrays of LDV in different partitions are identified (Lines 21-25).

Step 4. In Lines 26–32, the final pass over partitions of the input array is performed

by threads. When reading a value val, if val is a LDV, PIPval of the partition identifies

the insertion point (ip) in the output and PIPval is incremented. If val is a HDV, the

GIPval identifies the insertion point in the output array and is atomically increased by

one.

5.5 Evaluation

We use the SkyLakeX-2 machine (Appendix A) to evaluate SAPCo in comparison to

(i) counting sort with shared IP, (ii) counting sort with private IP, (iii) IPS2Ra radix sort1

(commit 18795bb) [9], and (iv) IPS4o sample sort2 (commit d7a74ab) [9].

1https://github.com/ips4o/ips2ra
2https://github.com/ips4o/ips4o

https://github.com/ips4o/ips2ra
https://github.com/ips4o/ips4o
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Algorithm 4: SAPCo Sort
Input: struct{key; val; } IN[n]
Output: struct{key; val; } OUT[n]

/* Step 1: Identifying the greatest value */
1 max_val = 0;
2 par_for ( v ∈ IN )
3 if v.val > max then
4 max_val = v.val
5 max_val++;
6 tsld = min(1000, 0.5 ∗ max_val) ; // threshold between LDV and HDV
7 pc = 64 ∗ #threads ; // number of partitions
8 gcounters[max_val] = {0} ; // global counters
9 pcounters[pc][tsld] = {0} ; // private (per partition) counters

/* Step 2: Counting occurrence of different values */
10 par_for ( p = 0; p < pc; p++ )
11 for ( v ∈ INp ) do
12 if v.val < tsld then
13 pcountersp

v.val++ ; // LDV
14 else
15 atomic_inc(gcountersv.val) ; // HDV

/* Step 3: Specifying insertion points */
16 par_for ( val = 0; val < tsld; val++ )
17 for ( p = 0; p < pc; p++ ) do
18 gcountersval += pcountersp

val ; // merging private counters
19 GIP = par_prefix_sum(gcounters) ; // global IP
20 PIP = pcounters ; // private (per partition) IP
21 par_for ( val = 0; val < tsld; val++ )
22 for ( p = 0; p < pc; p++ ) do
23 tmp = pcountersp

val ;
24 PIPp

val = GIPval ;
25 GIPval += tmp;

/* Step 4: Writing the output */
26 par_for ( p = 0; p < pc; p++ )
27 for ( v ∈ INp ) do
28 if v.val < tsld then
29 ip = PIPp

v.val++ ; // LDV
30 else
31 ip = atomic_get_and_inc(GIPv.val) ; // HDV
32 OUTip = v;
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Dataset |V| Max. Performance (Milliseconds)

(M) Degree Cnt. Shared Cnt. Private IPS2Ra IPS4o SAPCo

GBRd 7.7 7 463 5.0 9.9 10.2 5.0

USRd 23.9 8 1,334 10.9 25.6 22.5 11.0

WWik 2.1 1.14 M 119 573 12.6 4.3 4.8

LJ 5.2 15.0 K 210 19.2 10.0 6.4 5.5

LJGrp 7.5 1.05 M 315 799 23.1 9.8 8.9

Twtr10 21.3 422 K 1,130 166 55.9 21.4 18.7

Twtr 28.5 278 K 1,324 213 73.1 28.6 20.5

TwtrMpi 41.7 770 K 1,687 422 103 40.8 37.5

SK 50.6 8.56 M 2,286 6,120 130 50.1 33.8

Frndstr 65.6 3,615 2,765 39.4 122 65.0 35.7

WbCc 89.1 2.33 M 4,226 1,369 228 82.5 55.9

UKDmn 105.2 975 K 2,280 629 266 100 57.7

UKDls 109.5 1.26 M 4,649 984 276 109 56.7

WebB 118.1 816 K 5,591 783 296 117 54.4

UU 133.6 6.37 M 5,511 3,478 335 134 66.6

GSH 988.5 58.8 M 31,541 24,175 2,948 936 467

ClWb9 1,685 6.44 M 86,988 5,336 4,203 1,725 781

WDC14 1,725 45.7 M 87,792 27,643 5,744 1,732 679

WDC12 3,564 95.0 M 151,382 – 11,021 3,344 1,537

Table 5.1: Performance of sorting algorithms: counting sort with Shared IP (“Cnt.

Shared”) and Private IP (“Cnt. Private”), IPS2Ra (radix sort), IPS4o (sample sort), and

SAPCo - Failed attempts are shown by dash.

5.5.1 Performance Evaluation

Table 5.1 shows the numbers of vertices of graph (|V|) in millions (which specifies the

number of elements in the input array, n). Column 3 of Table 5.1, “Max. Degree”, shows

the maximum in-degree of graphs (which specifies the value of max_val in Section 5.4).

Table 5.1 shows that SAPCo is, on average, 1.7× faster than IPS4o, 4.0× faster than

IPS2Ra, 33.5× faster than counting sort with private IP, and 71.5× faster than counting

sort with a shared IP.
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Dataset |V| Max. Memory Accesses HW Instructions

(M) Degree IPS2Ra IPS4o SAPCo IPS2Ra IPS4o SAPCo

GBRd 7.7 7 13.8 16.7 12.1 52.0 47.2 34.6

USRd 23.9 8 13.8 16.5 12.0 48.9 46.1 34.3

WWik 2.1 1.14 M 38.3 30.4 16.0 99.9 80.2 52.6

LJ 5.2 15.0 K 29.2 27.4 13.1 76.9 74.6 39.6

LJGrp 7.5 1.05 M 35.4 33.8 13.2 90.6 87.0 39.8

Twtr10 21.3 422 K 32.4 23.4 12.4 83.6 65.7 36.2

Twtr 28.5 278 K 34.6 29.3 12.3 87.7 76.7 35.6

TwtrMpi 41.7 770 K 30.9 28.3 12.3 81.9 75.2 35.7

SK 50.6 8.56 M 31.8 26.3 12.6 82.3 70.8 36.4

Frndstr 65.6 3,615 30.9 29.0 12.1 81.0 77.6 34.7

WbCc 89.1 2.33 M 32.6 25.5 12.2 83.6 69.5 35.2

UKDmn 105.2 975 K 37.4 28.9 12.1 92.9 76.9 34.6

UKDls 109.5 1.26 M 33.0 27.8 12.1 85.1 73.8 34.6

WebB 118.1 816 K 30.1 24.6 12.1 79.8 66.0 34.4

UU 133.6 6.37 M 35.3 31.7 12.2 89.3 81.1 34.8

GSH 988.5 58.8 M 37.1 32.0 12.2 94.7 82.4 34.5

ClWb9 1,685 6.44 M 28.7 25.1 12.1 78.6 66.6 34.4

WDC14 1,725 45.7 M 36.9 25.2 12.1 95.3 67.0 34.3

WDC12 3,564 95.0 M 43.4 30.7 12.1 106.5 79.3 34.3

Table 5.2: Comparison of memory accesses and hardware instructions. Values are di-

vided by the number of elements (|V|) - “Memory Accesses” are load and store instruc-

tions

5.5.2 Hardware Instructions and Memory Accesses

We compare memory accesses and hardware instructions in Table 5.1 that shows SAPCo,

on average, performs 12.6 memory accesses per vertex while, IPS4o requires 27.4 ac-

cesses. Moreover, SAPCo requires 37.1 hardware instructions per vertex, on average

while, IPS4o requires 72.8 instructions. This shows that SAPCo facilitates better work-

efficiency.

5.6 Conclusion and Further Applications

In this chapter, we used the Uniform Memory Demands strategy to distinguish differ-

ent memory demands in parallel counting sort, and to introduce the SAPCo sort that
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uses per thread private data structures for low-degree vertices while using shared data

structures for high degree vertices.

The structure-aware design of SAPCo provides 33–71 times speedup in comparison

to parallel counting sort. Moreover, SAPCo is 1.7–4.0 times faster than comparison-

based sorting algorithm that makes SAPCo the first parallel counting sort that is practi-

cally faster than comparison-based sorting algorithms, however, in a special application

domain (having skewed frequency in the input data).

The SAPCo Sort algorithm can be used in identifying k vertices with maximum

degrees (in algorithms such as iHTL and Lotus which are introduced in Chapter 6 and

Chapter 7, respectively). In this case, we do not need to count the LDV and we do not

need to assign memory for the pcounters (i.e., we skip Lines 9, 13, 16–18, 21-25, and 29

in Algorithm 4). Similar changes can be applied to identify k vertices with minimum

degrees.



Chapter 6

iHTL: Exploiting in-Hub Temporal

Locality in SpMV

6.1 Introduction

In Chapter 3, we explained that SpMV-based graph processing (where all edges of the

graph are traversed in the pull direction) suffers from poor locality in processing hubs.

We also identified that locality-optimizing relabeling algorithms cannot improve locality

of hubs.

In this chapter, we use the Uniform Memory Demands strategy to design the iHTL

algorithm that identifies different memory demands in a power-law graph and deploys

distinct traversal directions for each subgraph. The iHTL algorithm extracts subgraphs

containing incoming edges to in-hubs and processes them in the push direction. The

push direction traversal dedicates the cache to data of the destinations of the edges

in these subgraphs that are exponentially smaller in count than their sources. For the

remainder of the graph, iHTL uses the pull direction.

The evaluation of iHTL shows that iHTL is 1.5× - 2.4× faster than state-of-the-

art implementations of the pull traversal. More importantly, iHTL is 1.3× - 1.5× faster

than the pull traversal of state-of-the-art locality-optimizing reordering algorithms while

iHTL’s preprocessing is much faster than the preprocessing of the locality-optimizing

relabeling algorithms.

Section 6.2 explains the design of iHTL and the detailed iHTL algorithm is presented

in Section 6.3 that is followed by the evaluation of iHTL in Section 6.4. In Section 6.5, we

compare the iHTL to the cache blocking technique and Section 6.6 contains the future

65



66 6.2. Algorithm Design

work and application of the iHTL technique on other graph algorithms.

6.2 Algorithm Design

6.2.1 Step 1: Identifying Contrasting Demands & Behaviours

In Section 2.4.1, we explained that SpMV is used in several graph algorithms and is

performed in two directions: pull direction (traversing incoming edges to vertices, Al-

gorithm 1) or push direction (traversing outgoing edges to vertices, Algorithm 2). The

pull direction is faster as it does not require protecting data of vertices.

In Section 3.4.4, we explained that pull processing of in-hubs suffers from poor lo-

cality as a massive amount of vertex data is pulled into the cache which displaces much

of the cache contents and intensely reduces the opportunity for future reuse. We also

observed that locality optimizing relabeling algorithms does not improve locality of

hubs. Moreover, efficient processing of hubs becomes more important as they dedicate

a great percentage of total edges (therefore, a great percentage of processing time) to

themselves.

6.2.2 Step 2: Considering Potential Solutions

As we explained in Section 3.2.2, in a pull traversal (Algorithm 1), each vertex reads data

of its in-neighbours (Line 4) and writes its new data. Therefore most of the capacity of

cache is dedicated to support random read accesses to data of source vertices in pull

traversal.

In a push traversal (Algorithm 2), on the other hand, the new data of out-neighbours

(Line 5) are randomly updated by data of source vertices and most of the capacity of

cache is dedicated to support random write accesses to destination vertices in push

traversal.

6.2.3 Step 3: Matching & Adjusting

The skewed degree distribution of graphs implies that for processing incoming edges

to in-hubs, the number of destination vertices (in-hubs) is much less than the number

of source vertices. Therefore, cache is efficiently used only if it is dedicated to the

destination vertices. In other words, push direction is suitable for traversing incoming

edges to in-hubs.
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Figure 6.1: Adjacency matrix of an iHTL graph with two Flipped Blocks - Pull direction

corresponds to a column-major traversal and push direction corresponds to a row-major

traversal - The Zero Block (∅) does not contain any edges

On the other hand, when processing incoming edges to non in-hubs, we need to

access data of a small number of in-neighbours. The pull direction facilitates better

locality while it does not require race protection.

6.2.4 Step 4: Merging

As we want to apply different directions for different subgraphs, we need to separate

subgraphs. As a result, we need a preprocessing step that separates incoming edges to

in-hubs from other edges.

6.3 iHTL: In-Hub Temporal Locality

6.3.1 iHTL Graph

In order to facilitate push and pull traversals in iHTL, we distinguish blocks (i.e., sub-

graphs) within the graph adjacency matrix. Figure 6.1 shows the adjacency matrix of an

iHTL graph. We use the convention that a pull traversal corresponds to a column-major

traversal of the adjacency sub-matrix, while a push traversal corresponds to a row-major

traversal.

The iHTL graph is comprised of:

• A number of Flipped Blocks that contain incoming edges to in-hubs,

• A Sparse Block that contains edges to non-hubs, and
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• A Zero Block that contains no edges.

iHTL uses push traversal for processing incoming edges to in-hubs and it is neces-

sary to ensure data of in-hubs are maintained in the cache. For a graph that has more

in-hubs than the cache has capacity for, iHTL creates multiple flipped blocks.

Due to the skewed degree distribution of graphs, flipped blocks are very dense

(contain few hubs, but many edges). We will see in Section 6.4.5 that flipped blocks

in iHTL contain up to 70% of the edges.

The sparse block, on the other hand, contains edges to non-hubs and iHTL uses pull

traversal which dedicates cache to the source vertices of edges and since there is no

in-hub in the sparse block, reuse of cache contents is improved.

To create these blocks, iHTL categorizes vertices into:

• In-hubs,

• VWEH: Vertices With Edges to Hubs, and

• FV: Fringe Vertices, which have no edges to in-hubs.

In iHTL, all edges in the flipped blocks are either edges from VWEH to in-hubs,

or from in-hubs to in-hubs. Fringe vertices do not link to in-hubs. As such, they do

not appear in flipped blocks and a zero block (∅) appears in the adjacency matrix

(Figure 6.1).

We separate out fringe vertices in order to (1) avoid loading their vertex data from

main memory during processing of flipped blocks, and also to (2) shrink the size of

topology data of flipped blocks.

6.3.2 Creating The iHTL Graph

The iHTL graph (Figure 6.1) is created in 3 steps:

(1) Creating The Relabeling Array: To enforce the new arrangement of vertices, the

iHTL relabeling array is created such that all in-hubs have smaller labels than VWEH

and all VWEH have smaller labels than FV. iHTL brings vertices of the same type (in-

hubs, VWEH, and FV) close to each other by assigning consecutive IDs. However, it

keeps the initial order between vertices of the same type in VWEH and FV. In this way,

iHTL tries to have minimal impacts on the initial neighbourhood of the vertices, which

is important to retain locality that exists in the graph.

Firstly, in-hubs are selected as a number of vertices with the highest in-degree and

first IDs are dedicated to in-hubs. The number of in-hubs depends on the number of

flipped blocks and is discussed in Section 6.3.3. Secondly, the VWEH is identified by
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traversing CSC representation of the main graph for the selected in-hub vertices. The

remaining vertices are FV.

It is worth mentioning that contrary to locality optimizing relabeling algorithms like

GOrder and Rabbit-Order, the relabeling array in iHTL does not improve locality and

is used to form the subgraphs that are required in iHTL adjacency matrix. Locality is

improved in iHTL by increasing reuse in push traversal for incoming edges to in-hub

vertices.

(2) Creating Flipped Blocks: Flipped blocks in iHTL contain in-edges of in-hubs.

If a flipped block contains H in-hubs, then the i-th flipped block contains edges to the

in-hubs with IDs in the range HRi = [(i − 1)H, iH). Creating flipped blocks requires a

pass over outgoing edges from {hubs ∪ VWEH} in the CSR representation of the main

graph and selecting edges with in-hub destinations (that are identified by using the

iHTL relabeling array).

(3) Creating The Sparse Block: The sparse block of iHTL contains edges to non-hubs

that are processed in pull direction. It is formed by a pass over the CSC representation

of the main graph for all in-edges to {VWEH ∪ FV} and relabeling source of edges

using the iHTL relabeling array.

6.3.3 Number of in-Hubs and Flipped Blocks

The main benefit of iHTL is to traverse the flipped blocks such that random accesses are

made to the few hubs that are maintained in the cache. To accomplish this, the num-

ber of hubs is dimensioned based on a combination of cache size and graph structure.

Taking cache size into account is critical to catch the random accesses to the in-hubs on

chip. However, graph data sets may require more hubs than contemporary processor

cache sizes can handle. Because of this, iHTL fixes the number of in-hubs in a flipped

block based on cache size and constructs multiple flipped blocks as needed based on

graph structure.

The number of in-hubs in a flipped block is determined by the on-chip cache size.

We identified that the level 2 cache is the best location for holding the vertex data of

in-hubs (Section 6.4.6). As such, we specify the number of hubs per flipped block as H

by dividing the level 2 cache size by the size of vertex data.

If graph structure mandates more hubs, we increase the number of flipped blocks.

Therefore, iHTL needs to balance the benefit of creating more flipped blocks with

the drawbacks. The benefit is improved locality, however, there are two drawbacks of
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Algorithm 5: SpMV in iHTL

Input: iHTL_graph h, Di−1, Di

/* Push traversal of the flipped blocks */
1 par_for f b ∈ h. f lipped_blocks
2 par_for v ∈ {h.hubs ∪ h.VWEH}
3 foreach hub ∈ f b.hubsv do
4 buffer_dtid

hub+ = Di−1
v ;

/* Aggregation of thread buffers */
5 par_for hub ∈ h.hubs
6 foreach t ∈ threads do
7 Di

hub+ = buffer_dt
hub;

/* Pull traversal of the sparse block */
8 par_for v ∈ {h.VWEH ∪ h.FV}
9 foreach u ∈ N−

v do
10 Di

v+ = Di−1
u ;

increasing the number of flipped blocks: (1) While all members of {hubs∪VWEH} have

edges to in-hubs in the first flipped block, this number diminishes in subsequent flipped

blocks, reducing efficiency as some fetched vertex data will not be used during push

traversal. (2) Flipped blocks, moreover, increase the size of the graph topology data,

as each block requires its own metadata. Based on these observations, iHTL allows

a new flipped block to be formed if its hubs have edges from at least 50% of the

{hubs ∪ VWEH}.

If HVi = {s ∈ {hubs ∪ VWEH}|∃(s, h) ∈ E ∧ h ∈ HRi}, iHTL increases the number

of flipped blocks (# f b), while |HV# f b| > 0.5 ∗ |HV1|. In order to calculate |HVi|, a pass

over in-edges to H in-hub vertices in the i-th flipped-block is required to mark the HV

members and one other pass is needed to count the number of marked vertices.

6.3.4 iHTL Processing

In parallel processing of a flipped block, concurrent threads will perform random up-

dates to the vertex data of in-hubs. To avoid race conditions, we opt for the buffering

technique 2.4.5 (where each thread operates on copies of the vertex data which are later

merged) as it is more efficient in the setting of iHTL using the private and fast L2 cache

for each thread. As we see in the evaluation, buffer merging in iHTL does not take more

than 3% of iHTL execution time (each thread buffers H ∗ # f b vertex data).

Algorithm 5 shows SpMV execution for iHTL. Flipped blocks (Lines 1-4) use push
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traversal in iHLT. For each flipped block, the old data of a vertex v that has edges

to hubs ( f b.hubsv) is read and the related index of the local buffer (buffer_dtid) of

thread (tid) is updated. Since threads write updates locally during processing flipped

blocks, the parallel for loop in Line 1 does not require synchronization between threads

and different threads can process vertices of different flipped blocks. However, each

thread should process only one flipped block at a time.

After completion of processing flipped blocks, thread buffers are merged (Lines 5-7)

to specify data of hubs. Finally, pull traversal is used for processing the sparse block

(Lines 8-10).

6.4 Evaluation

We use the SkyLakeX-2 machine (Appendix A) to evaluate iHTL in comparison to

(i) GraphGrind1 (commit 5099761) [153], (ii) GraphIt2 (commit c4781d8, OpenMP) [175]

, and (iii) Galois3 (V5, commit 6ce5f0d) [66, 123] are graph processing frameworks we

use to evaluate iHTL.

We evaluate iHTL using the PageRank application which has been implemented

in all graph processing frameworks and iteratively performs SpMV-type calculations:

PRi
v = 0.15

n + 0.85 ∑
u∈N−

v

PRi−1
u

|N+
u | . The vertex data size is 8 bytes.

6.4.1 iHTL vs Pull and Push Implementations

Table 6.1 compares per iteration PageRank execution time for iHTL vs pull and push

traversals in different graph processing frameworks (Galois does not include PageRank

in push direction). We compare against several frameworks as each applies a different

set of optimizations. GraphGrind performs an edge-balanced partitioning for a pull

traversal. GraphIt includes the Cagra [174] locality optimizations (Section 6.5) which

make it faster than Galois for some graphs. Table 6.1 demonstrates the effectiveness

of the iHTL locality optimizations as it is faster than different implementations of pull

traversal by 1.5× - 2.4×.

Table 6.1 also shows that iHTL preserves the initial locality of graphs well, even for

graphs like “SK-Domain” with high initial locality.

1https://github.com/DIPSA-QUB/GraphGrind
2https://github.com/GraphIt-DSL/graphit
3https://github.com/IntelligentSoftwareSystems/Galois/

https://github.com/DIPSA-QUB/GraphGrind
https://github.com/GraphIt-DSL/graphit
https://github.com/IntelligentSoftwareSystems/Galois/
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Push Pull iHTL
GGrind GraphIt GGrind GraphIt Galois

LvJrnl 91 770 54 106 37 28
Twtr10 176 340 143 76 114 57
TwtrMpi 895 1,606 693 402 422 268
Frndstr 1,352 2,023 1,149 858 885 627
SK 828 2,547 289 187 176 112
WbCc 1,245 1,444 981 606 664 382
UKDls 1,606 1,346 535 312 281 231
UU 2,479 3,626 757 430 390 320
UKDmn 2,637 1,827 806 439 407 348
ClWb9 6,844 6,220 7,301 3,405 4,407 2,367
Avg.  Speedup 4.8× 9.5× 2.4× 1.7× 1.5× 1×

Table 6.1: Performance of one iteration of SpMV PageRank (in milliseconds) in push

direction, pull direction, and iHTL

6.4.2 Memory Accesses and Cache Misses

Table 6.2 compares the memory accesses (loads and stores instructions) and also the

level 3 cache misses for pull traversal vs iHTL, captured using PAPI. iHTL incurs ad-

ditional memory accesses due to: (1) increased volume of topology data (Section 6.4.3),

(2) additional memory accesses in processing flipped blocks (when data of one vertex is

read in different flipped blocks), (3) merging buffers and (4) resetting buffers. However,

all these memory accesses are sequential and assisted by prefetching.

As such, the key distinction in cache misses that impacts performance occurs when

processing in-hubs: where the pull traversal performs random reads that result in L3

cache misses, iHTL performs random writes captured by the L2 cache. This large

difference in L3 cache misses is a key explainer for the performance of iHTL.

6.4.3 Memory Space Overhead

Table 6.3 compares the memory size of CSC representation of the graphs in comparison

to their iHTL graphs. The topology data grows in iHTL compared to a standard com-

pressed sparse columns representation. This results from replication of the index array

for each block. However, topology data is read sequentially from main memory as the

graph topology and is accelerated by prefetching. The size increase is therefore not a

major problem.
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Dataset Memory Accesses L3 Cache Misses L2 Cache Misses

Pull iHTL Pull iHTL Pull iHTL

LvJrnl 502 630 25 23 148 54

Twtr10 662 1,216 72 61 207 132

TwtrMpi 3,219 5,917 510 341 1,023 606

Frndstr 4,042 6,627 1,317 974 1,733 1,392

SK 4,243 5,702 194 169 316 235

WbCc 4,656 5,715 673 540 1,167 817

UKDls 8,630 10,803 346 349 480 477

UU 11,917 14,637 493 469 782 647

UKDmn 13,942 15,923 525 528 730 729

ClWb9 25,306 26,797 3,537 3,207 3,869 3,539

Table 6.2: Memory accesses (load and store instructions), L3 and L2 cache misses (in

millions)

Dataset CSC (GiB) iHTL (GiB) iHTL Overhead (%)

LvJrnl .9 1.0 3

Twtr10 1.2 1.9 57

TwtrMpi 6.2 9.7 56

Frndstr 7.5 10.7 42

SK 8.2 8.5 4

WbCc 8.5 8.9 5

UKDls 16.5 17.0 3

UU 22.5 23.3 3

UKDmn 26.6 27.2 2

ClWb9 43.8 44.9 3

Table 6.3: Size of topology data (in GigaBytes)

6.4.4 iHTL vs Relabeling Algorithms

To have a better scale of locality optimization of iHTL, Table 6.4 compares PageRank exe-

cution time for iHTL and pull traversal of the datasets after relabeling by SlashBurn (SB),

GOrder (GO), and Rabbit-Order (RO).

Relabeling algorithms rearrange the vertices to provide better reuse of vertex data,

and as we explained in Section 3.4.4, they can provide better locality for non-hub ver-

tices. However, a structure-agnostic pull traversal does not allow relabeling algorithms

to improve locality of hubs. In contrast, iHTL targets locality of hubs, which capture a

significant portion of the edges (Table 6.5) and results in out-performing the relabeling
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Iteration Time (ms) Preprocessing Time (s)
SB
Pull

GO
Pull

RO
Pull iHTL SB GO RO iHTL

LvJrnl 44 45 48 28 4 362 6 0.9
Twtr10 63 101 84 57 9 712 15 0.9
TwtrMpi 345 306 399 268 68 5,697 66 4.9
Frndstr 841 682 652 627 78 4,894 139 5.8
SK 212 192 153 112 240 588 35 4
WbCc 601 492 410 382 112 6,587 72 3.5
UKDls 356 234 231 1,044 67 3.3
UU 537 346 320 1,736 80 3.8
UKDmn 492 399 348 1,022 69 5.5
ClWb9 3,147 2,367 416 16.9
Avg.  Speedup 1.5× 1.4× 1.3× 1× >200× >2000× 38× 1×

Table 6.4: Left: Execution time (in milliseconds) of pull traversal after relabeling vs iHTL -

Right: The preprocessing time of relabeling algorithms vs iHTL (in seconds)

algorithms. Figure 6.2 compares the last level cache miss rates of iHTL and relabeling

algorithms.

The right side of Table 6.4 compares the preprocessing time of iHTL to relabeling

algorithms. GOrder has a sequential implementation. SlashBurn and Rabbit-Order have

parallel codes; however, the complexity of their algorithms makes them much slower

than iHTL. iHTL has a simple preprocessing algorithm (Section 6.3.2) and does not

need to investigate the neighbourhood of each vertex in detail. This gives iHTL a very

short preprocessing time.

6.4.5 Execution Breakdown & Graph Statistics

Table 6.5 characterizes the iHTL graph and relative processing speed for flipped blocks.

For social networks, flipped blocks contain 45% - 65% of the edges. The push traversal

of flipped blocks makes good use of the sequentially fetched vertex data, as a high

percentage of the vertices link to the hubs (column “VWEH”). As a result, iHTL spends

just 22% - 40% of its time for processing flipped blocks of social networks. Web graphs

contain only one flipped block that contains 40% of edges on average and is processed

in just 25% of the processing time, on average.

The relatively high processing speed of flipped blocks compared to the whole graph

is captured by the flipped block speed (column “FB speed”). It is calculated as the

percentage of edges in the flipped blocks divided by the relative time spent in flipped
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Figure 6.2: [Simulation] The last level cache miss rate of SpMV conditional on the degree

of the traversed vertex

blocks. Values higher than 1 indicate that an edge in a flipped block is processed more

efficiently than average across the graph. This is a consequence of containing the ran-

dom memory accesses in the on-chip caches during processing of flipped blocks, which

cannot be guaranteed for the sparse block.

Table 6.5 shows that buffer aggregation in iHTL takes less than 2.5% of the total

processing. Each flipped block implies buffer merging overhead; however, by inspect-

ing the graph structure (Section 6.3.3), iHTL incurs this overhead only when there is a

corresponding gain in locality.

6.4.6 Buffer Size

Table 6.6 shows the impact of iHTL buffer size. As we explained in Section 6.3.3, the

buffer size determines the number of hubs in each flipped block. So, we need to set the

best size for buffer in order to provide the fastest random accesses to the buffers while

processing flipped blocks.

Table 6.6 shows that aligning the buffers to L1 cache size is inefficient as its 32 KB
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Dataset Graph Topology Statistics Exec. Breakdown

#FB VWEH
Min. Hub

Degree

FB

Edges

FB

Time

Buffer

Merging

FB

Speed

LvJrnl 1 47% 158 47% 32% 2.38% 1.48

Twtr10 2 28% 109 67% 37% 1.73% 1.81

TwtrMpi 8 87% 223 59% 41% 1.73% 1.46

Frndstr 16 60% 192 45% 22% 1.56% 2.00

SK 1 78% 1,389 68% 48% 0.52% 1.43

WbCc 1 56% 1,351 44% 13% 0.18% 3.32

UKDls 1 65% 4,844 49% 34% 0.28% 1.45

UU 1 71% 3,703 44% 32% 0.22% 1.39

UKDmn 1 67% 3,961 27% 21% 0.19% 1.26

ClWb9 1 9% 2,654 13% 4% 0.03% 2.94

Table 6.5: iHTL graph statistics and iHTL PageRank execution breakdown (FB: flipped

blocks)

size is too small to accommodate data of many hubs. The L2 cache is private to each

core, which implies unfettered access. Increasing the buffer size beyond the L2 size

is detrimental for social networks; however, web graphs tolerate this well. Increasing

buffer size beyond L2 size can be seen to be sub-optimal as it increases usage of the

L3 cache, which is shared between the threads and is non-inclusive and non-exclusive

(NINE) with L2. Hence L3 size (22 MB per 16 cores) provides only fractionally more

space per core compared to the 1 MB L2 cache. Consequently, L2 cache is the best choice

for accommodating data of in-hub vertices.

Dataset L1-Size L2-Size / 2 L2-Size L2-Size ∗ 2

TwtrMpi 340 269 268 329

Frndstr 778 652 627 669

WbCc 424 384 382 376

UKDls 242 235 231 228

UU 337 326 320 318

UKDmn 355 347 348 343

ClWb9 2,424 2,356 2,367 2,371

Table 6.6: Execution time (in milliseconds) for different buffer sizes
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6.5 Related Work

In this section, we compare iHTL to the cache blocking techniques that are used in

SpMV-based graph processing and explain the limitation of these techniques for power-

law graphs.

Starting from [80], blocking techniques have been widely used to optimize different

metrics in distributed memory and shared memory computing systems. SpMV cache

blocking technique [78, 79] works based on bringing a data block to cache, performing

all random accesses to these data (that results in cache hits), and continuing to the next

block.

Vertical cache blocking (or partitioning edges by destination 2.4.6) is used in push

traversals of some graph frameworks [153, 159, 173] in order to prevent race conditions

between concurrent updates.

Cagra [174] applies horizontal cache blocking of the adjacency matrix in a pull traver-

sal that limits the range of random memory accesses during processing of a block and

cache misses are reduced. Per-thread buffers are used in Cagra to contain intermediate

updates of data of all vertices.

LAV [169] reduces the overheads of Cagra by creating horizontal dense blocks only

for those out-hubs that, in total, capture 80% of the out-edges. To avoid buffer merging

and to reduce cache misses, LAV prevents concurrent processing of blocks that may

introduce load imbalance.

iHTL provides an efficient buffering that is limited to in-hubs. Moreover, iHTL’s

flipped blocks are easily load-balanced and are processed concurrently (Section 6.3.4).

Since real-world graphs are not truly power-law graphs [31], it is not always possible

to select the number of dense blocks using estimated degree distribution statistics. So,

iHTL identifies the number of flipped blocks by assessing the relation between hubs

independently of their degree (Section 6.3.3), and flipped blocks contain a wide range

of 13% - 68% of the edges (Table 6.5).

On the other hand, efficient horizontal blocking based on out-degrees is, fun-

damentally, impossible in some graphs. As we explained in Section 3.5.1, in-hubs are

almost symmetric in social networks (in-hubs are out-hubs), but web graphs do not have

symmetric in-hubs. Therefore, the lack of very high out-degrees in the graph implies

that horizontal blocking cannot create dense blocks, which is most prominent in web

graphs. In this case, horizontal blocking is not able to improve locality and increases
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the overhead of reading topology data. Similarly, if the graph does not have very high

in-degree vertices, it is not possible to create vertical dense blocks.

As an example, SK-Domain with maximum in- and out-degrees of 8.6 million and

13 kilo, has in-hubs and no out-hub, and for creating horizontal dense blocks based on

out-hubs, 36% of vertices are required to capture 80% of edges, but iHTL creates a single

vertical flipped block that contains 68% of the edges by selecting 0.3% of the vertices as

in-hubs (Section 6.4.5). In this way, iHTL creates flipped blocks using the same type

of hubs that experience low locality: in order to optimize locality of a pull traversal,

in-hubs do not experience locality and iHTL creates vertical flipped blocks based on

in-hubs (that exist) and not based on out-hubs (that may not exist).

Moreover, iHTL maintains the relative order of vertices within the VWEH and FV

categories, while other locality optimizing algorithms apply degree ordering through-

out [169, 174]. This destroys locality expressed in the initial assignment of vertex labels.

6.6 Conclusion & Further Applications

This chapter introduced the iHTL algorithm that improves temporal locality by applying

the Uniform Memory Demands strategy. iHTL deploys the push and pull traversals for

distinct subgraphs and the evaluation shows that iHTL is faster than pull and push

traversals in graph processing frameworks. Furthermore, iHTL outperforms state-of-

the-art locality optimization relabeling algorithms.

We consider the following suggestions to accelerate iHTL:

• The size of iHTL topology data (Section 6.4.3) can be reduced by deploying light-

weight graph compression techniques [25, 26] and vectorization [159, 169].

• iHTL reduces cache misses of hubs and high-degree vertices. Locality optimizing

relabeling algorithms like Rabbit-Order improve spatial locality of low-degree ver-

tices (Section 3.4.3). This suggests that locality of the sparse block can be improved

by applying Rabbit-Order.

Similar to how iHTL optimizes memory locality in the pull traversal, the push traver-

sal can be optimized. In the push direction, outgoing edges from out-hubs form a wide

range of destinations that cannot be stored in the cache and ruin the performance of

push traversal. For this subgraph it is necessary to deploy the pull direction.

In other words, we can extract subgraphs containing outgoing edges from out-hubs.

Then, for each of these subgraphs, we process vertices in the pull direction. Since source
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vertices (out-hubs) are exponentially fewer in count than the destination vertices, ran-

dom memory accesses in the pull processing of these blocks (for reading data of out-

hubs) are satisfied by cache. However, we have to note that this optimization is useful

for graphs that have out-hubs (Section 3.5.1).

We introduced iHTL as a traversal algorithm for all edges of the graph; however, the

dense iterations of graph traversals like Connected Components, Breadth First Search,

and Single Source Shortest Path can also benefit from iHTL, as in these iterations all or

most edges of the graph are processed.



Chapter 7

LOTUS: Locality Optimizing

Triangle Counting

7.1 Introduction

Triangle Counting (TC) is one of the fundamental problems in graph processing and is

used in several fields of science, humanities, and technology [15,16,35,43,57,61,120,127,

162, 164]. Different algorithms and optimizations have been proposed in the literature.

However, efficient TC is still a challenge for large and fast-growing graph datasets.

In this chapter, we study the effects of skewed degree distribution of the graphs on

TC. We identify the main challenges in state-of-the-art TC algorithms and opportunities

for improvement, in particular: (1) poor memory locality, especially during traversal of

triangles containing non-hub vertices, (2) (lack of) compactness of the graph topology

representation, and (3) opportunity to prune searches that cannot uncover triangles.

Then, we use the Uniform Memory Demands strategy to design the LOTUS, a

structure-aware and locality-optimizing TC algorithm. Lotus improves TC by distin-

guishing 4 types of triangles (depending on whether they include 3, 2, 1 or 0 hubs) and

splits TC into multiple phases, corresponding to the types of triangle. Each TC phase is

designed as a stand-alone TC algorithm, using bespoke, compact data structures. The

algorithms and data structures are designed such that random memory accesses, a key

challenge for memory locality in graph processing, are targeted towards a small data

structure in each TC phase to utilize hardware caches in the best possible way.

This chapter is structured as follows: Section 7.2 explains key background termi-

nology and TC algorithms. Section 7.3 presents the performance analysis of TC for

80
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power-law graphs. Section 7.4 explains the design of Lotus and Section 7.5 introduces

the Lotus algorithm which is evaluated in Section 7.6. Section 7.7 discusses further re-

lated work and avenues for future work and further applications of Lotus are presented

in Section 7.8.

7.2 Prerequisites

7.2.1 Terminology

In a TC algorithm, the target is to identify the number triangles of an undirected graph

(each 3 vertices that are connected). For an undirected graph G = (V, E) (Section 2.1),

edge (v, u) is called the symmetric edge of edge (u, v), if u < v. Nv is the set of neigh-

bours of vertex v, N<
v = {u ∈ Nv|u < v}, and N>

v = {u ∈ Nv|u > v}.

Vertices are divided into (1) hub and (2) non-hub vertices (In Section 7.5.1, we ex-

plain how Lotus separates hubs from non-hubs). Since the graph is undirected, hubs,

in-hubs, and out-hubs are the same.

An edge can be in one of 3 forms: (1) hub to hub edge, (2) hub to non-hub edge, or

(3) non-hub to non-hub edge.

A hub edge is an edge with at least one hub endpoint. A non-hub edge is an edge

without any hub as its endpoints.

A triangle is called a hub triangle if at least one of its vertices is a hub vertex.

7.2.2 TC Algorithms

Three main TC algorithms are summarized as the following [138]:

• The Node iterator algorithm enumerates each pair of neighbours of a vertex and

checks if they are connected,

• The Edge iterator algorithm searches for common neighbours of two endpoints of

each edge, and

• The Forward algorithm sorts vertices by their degrees in descending order and

identifies common neighbours between a vertex and each of its neighbours.

Algorithm 6 is an improved version of the Forward algorithm [55] that we use as the

baseline algorithm. For each vertex v and each u ∈ N<
v , N<

v ∩ N<
u specifies the number

of triangles including u and v. By limiting neighbours to N<, a triangle is counted only

once and the execution time is reduced as only half of the edges are processed. The
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intersection is performed using merge join [138], bitmap lookup [106], hashing [41,138],

or binary search [62].

Algorithm 6: Forward algorithm
Input: G(V, E)
Output: Triangles

1 G′(V ′, E′) = reorder_by_degree(G);
2 triangles = 0;
3 par_for v ∈ V ′

4 par_for u ∈ N<
v

5 triangles + = |N<
v ∩ N<

u |
6 return triangles;

7.3 Analysis of The Forward Algorithm for Power-Law Graphs

In this section, we investigate the implications of real-world graphs with skewed degree

distribution on performance of the Forward algorithm.

7.3.1 Low Locality in Processing Non-Hub Vertices

The Forward algorithm (Algorithm 6) uses degree ordering to accelerate TC. Degree

ordering improves load balance and reduces the number of comparisons occurring in

the intersection operation [7].

For each edge, only one of (u, v) or (v, u) needs to be present in the graph as the

symmetric edges are redundant for TC. In other words, each edge is attached to only

one of its endpoints.

Degree ordering decides that (v, u) is retained if v < u. By consequence, only vertices

v with a smaller ID (v < u) are stored in the neighbour list of a vertex u. As degree

ordering assigns lower IDs to hubs, the neighbour list of a hub only contains hubs, and

the neighbour list of a non-hub contains both hub and non-hub neighbours.

This is illustrated in an example graph (Figure 7.1) where edges have the same color

as the vertex they are assigned to by degree ordering. Edges between vertex 3 and hub

vertices 0 and 1 are assigned to vertex 3 and vertex 3 also has an edge to vertex 2 which

is a non-hub.

An immediate consequence of this organisation is that the neighbour lists of hubs (con-

taining hub-to-hub edges) are very frequently accessed. Indeed, hubs have many neigh-
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Figure 7.1: An example graph - hubs: 0, 1

bours, which by construction are mostly non-hubs. Each time a non-hub vertex v that

is a neighbour of a hub u is processed, the neighbour list of the hub is accessed (Algo-

rithm 6, Line 5). Frequent accesses to the hubs’ neighbour lists prompt the processor

cache to maintain hub neighbour lists in cache. Column 2 of Table 7.1 shows that these

neighbour lists, consisting of hub-to-hub edges, include 18.1% of the edges of the graph.

The flip-side of this is that there is a low opportunity for the cache to retain neigh-

bour lists of non-hubs. While each non-hub neighbour list is accessed less frequently,

together they constitute 81.9% of the edges of power-law graphs (Table 7.1, Columns 3

and 5).

Dataset Hub Edges (%) Non-hub to

Non-hub

Edges (%)

Hub

Triangles

(%)

Relative Den-

sity of Hubs

Sub-graph

Fruitless

Searches

(%)
Hub

to Hub

Hub to

Non-hub
Total

LJGrp 4.7 76.9 81.5 18.5 99.9 467 78.1

Twtr10 43.5 29.8 73.3 26.7 99.6 4,347 64.0

Twtr 26.3 60.3 86.6 13.4 99.7 2,627 72.2

TwtrMpi 19.1 53.5 72.7 27.4 99.4 1,911 67.8

Frndstr 6.0 25.3 31.3 68.7 47.3 600 36.9

SK 4.9 75.6 80.5 19.5 97.0 490 56.4

WbCc 37.0 35.9 72.8 27.2 99.6 3,695 47.1

UKDls 14.2 63.9 78.2 21.8 98.8 1,423 39.9

UU 12.5 61.9 74.4 25.6 96.2 1,252 31.7

UKDmn 12.8 64.9 77.7 22.3 96.6 1,279 39.1

Average 18.1 54.8 72.9 27.1 93.4 1,809 53.3

Table 7.1: Topological characteristics of hubs (1% of vertices with maximum degrees

selected as hubs)
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7.3.2 Lack of Compactness of Graph Topology

In graph algorithms like SpMV, BFS, SSSP, and CC, the main memory access challenge

consists of random memory accesses to vertex data, which typically consists of 1–64 bits

per vertex. Random memory accesses thus target a data set of size proportional to the

number of vertices.

In contrast, the data accessed per vertex consists of the neighbour lists, i.e., the graph

topology, in TC. Thus, random memory accesses in TC target a much larger data set of

size proportional to the number of edges. This shows why achieving memory locality

in TC is both more challenging and more important.

Driven by this comparison, we question whether it is possible to represent neighbour

lists more compactly, without incurring overheads. The key to this is again in the hubs:

the number of hubs is very few, but the majority of the IDs in neighbour lists of any

vertex refer to hubs. In the power-law graphs used in this study, 1% of vertices are

connected to 72.9% of edges (Table 7.1, Column 4).

Drawing on the principles of coding and compression theory [77], it is wasteful to

represent highly frequently occurring IDs using the same bitwidth as rarely occurring

IDs. The penalty for doing so is inefficient cache utilization. While we reference coding

theory to explain the problem, it is important to design techniques that do not incur

runtime overhead to read graph topology data, as this is the main operation in TC.

7.3.3 Fruitless Searches

Out of the many neighbour list intersections performed, a relatively low number of

triangles is found. Conservatively, all combinations need to be investigated to ensure all

triangles are counted. However, there is some knowledge we can use to identify fruitless

searches.

Assume there is a set of vertices S ⊂ V where we know ahead of time that Nv ∩ S =

{}. Let F = Nu ∩ S, then we know ahead of time that there exists no triangle ( f , u, v),

where f ∈ F as f cannot be a neighbour of v. This follows from Nv ∩ Nu = Nv ∩ (Nu \ F).

The most important S, that fits in well with the power-law graphs, is the set of hubs.

As an example, in Figure 7.1 vertex 8 processes its neighbour 6 and loads its edges {0,

1, 4}. As 8 is not connected to a hub (0 or 1), it can be inferred that no triangle exists

including vertices 8, 6 and any of the hubs.

In other words, accessing hub edges cannot result in a triangle during process-
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ing non-hub vertices that have no edges to hubs (Nv ∩ Hubs = {}). However, hub

edges are frequently accessed in processing these non-hub vertices. We measured what

fraction of accessed edges point to hubs when processing these vertices (Table 7.1, Col-

umn 8). On average, 53.3% of memory accesses are performed to hub edges that can

be avoided. This data was collected using merge join intersection. Deploying binary

search intersection [62] also reduces these memory accesses (Section 7.7.3).

This shows that if we know that v is not connected to a hub, it is possible to prune

the search and the power-law structure of graphs is helpful to prevent accessing a large

fraction of edges in processing non-hub vertices.

7.3.4 Highly Dense Hubs Sub-graph

We have already observed that hubs are few and incident to 72.9% of the edges. Interest-

ingly, as each vertex in a triangle must have two incident edges, these statistics become

even more skewed when considering hubs. Column 6 of Table 7.1 (“Hub Triangles”)

shows the percentage of triangles containing at least one hub. It shows that, on average,

93.4% of the triangles contain at least one hub.

This observation is an immediate result of the tight connections between hubs. We

define the relative density (RD) of a sub-graph S = (V ′, E′) where V ′ ⊂ V and E′ =

E ∩ (V ′ × V ′), as RDS = |E′|/(|V′|2)
|E|/(|V|2) . Column 7 of Table 7.1 reports the RDH, where H is

the set of hubs and shows that hub-to-hub edges create a dense sub-graph that is, on

average, 1809 times more dense than the full graph.

These statistics demonstrate that (i) hubs should be central to the design of a TC

algorithm; (ii) the high density of the hubs sub-graph invites a highly compact data

structure to store this sub-graph.

7.4 Algorithm Design

7.4.1 Step 1: Identifying Contrasting Demands & Behaviours

In Section 7.3, we explained that mixing hub edges and non-hub edges in the topology

of the graph, results in

• dedicating cache to hub-to-hub edges and depriving accesses to 80% of edges from

acceleration by cache,

• inefficient usage of cache capacity, and
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• fruitless searches.

7.4.2 Steps 2 and 3: Considering Potential Solutions, Matching, and Adjust-

ing

In order to tackle these inefficiencies, we need to separate memory accesses between

hub and non-hub edges. Unlike SpMV that allows separating hub edges by separating

hub vertices from non-hub vertices, in TC, hub edges are accessed even in processing

non-hub vertices. Therefore, we need to divide the total execution into steps based on

how hub and non-hub are accessed. To that end, we distinguish 4 types of triangles:

• HHH: triangles between 3 hub vertices,

• HHN: triangles between 2 hub and 1 non-hub vertices,

• HNN: triangles between 1 hub and 2 non-hub vertices, and

• NNN: triangles between 3 non-hub vertices.

These 4 types of triangles form 3 different accesses to hub and non-hub edges during

TC:

Counting HHH and HHN Triangles To count triangles with at least two hub ver-

tices, the key question is if two hubs are connected? To check if two hubs are neighbours,

we exploit two features of power-law graphs: (1) hubs have a dense connection to each

other (Section 7.3.4), and (2) there is a small number of hubs (Section 7.3.2).

So, we represent the adjacency information of hubs in a dense bit array, with 1 bit

per pair of hubs. As there are few hubs, the bit array can be retained in cache. Using

this bit array, it is enough to iterate over all distinct pairs of hub neighbours of each

vertex and to identify triangles if two hubs in a pair are connected.

Counting HNN Triangles HNN triangles have two non-hub vertices that are con-

nected to a hub. Hence, the most frequently occurring edges, and thus the ones most

frequently queried, are hub edges. As such, we organize the search around iterating

non-hubs and their non-hub neighbours, and then querying if they have a common hub

neighbour.

To perform HNN TC efficiently, we store the hub neighbours separately from the

non-hub neighbours. Moreover, based on the observation that hubs are few but fre-

quently mentioned (Section 7.3.2), we store the hub neighbours using fewer bits per

ID.

Counting NNN Triangles In this step, we identify common non-hub neighbours be-



Chapter 7. LOTUS: Locality Optimizing Triangle Counting 87

tween a non-hub vertex and its non-hub neighbours. This avoids loading hub edges (Sec-

tion 7.3.3) and only processes non-hub edges in this step as we separately store hub and

non-hub edges.

7.4.3 Step 4: Merging

The distinct TC that was explained in the previous section, requires to separate hub

edges from non-hub edges and to store the subgraphs separately.

7.5 LOTUS Algorithm
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Figure 7.2: Lotus adjacency matrix and TC steps

7.5.1 Lotus Graph Structure

In order to achieve the targets explained in Section 7.4.2, Lotus creates a special graph

structure that consists of:
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• Number of Hubs: Lotus selects the 64K (216) vertices with the highest degrees as

hubs.

• Hub to Hub (H2H) Bit Array: Lotus represents hub-to-hub edges using this bit

array. Since each hub has edges only to hubs with lower IDs, H2H is a triangular

array (instead of a 2D square array). In this way, for hub vertices h1 and h2 where

h1 > h2 ≥ 0, the bit with index h1(h1 − 1)/2 + h2 specifies if h1 has an edge to h2.

• Hub Edges (HE) Sub-graph: This sub-graph represents all hub edges of the graph.

It is stored in CSX format. As Lotus selects 64K hubs, each edge (neighbour ID)

in HE sub-graph is represented in 16 bits. For vertex v, HE represents all hub

neighbours h of v where h < v.

• Non-Hub Edges (NHE) Sub-graph: This sub-graph represents edges from each

vertex v to its non-hub vertices u, where u < v. This sub-graph is also in CSX

format, but unlike HE, NHE assigns 32 bits memory space per edge.

Figure 7.2a shows the adjacency matrix of Lotus. The 4 types of triangles are illus-

trated to demonstrate in which range their endpoints sit. Note that hub-to-hub edges

are recorded twice: once in the HE sub-graph and once in the H2H, which overlaps HE

in the figure.

7.5.2 Lotus Preprocessing

Lotus creates its graph structure in a preprocessing step before counting triangles. Al-

gorithm 7 shows how Lotus creates its graph.

Creating Relabeling Array Lotus assigns the first consecutive IDs to hub vertices,

therefore it is necessary to relabel vertices. Line 1 creates the relabeling array. The

create_relabeling_array() function selects the hub vertices with highest degrees and

assigns the first IDs to them.

In addition to hub vertices, there are a number of high-degree vertices. If they

are assigned large IDs, the number of comparisons when processing NNN triangles is

increased (Section 7.3). So, Lotus assigns the first consecutive IDs to 10% of vertices

with the highest degrees instead of only 64K ones.

The remaining IDs are assigned to non-hub vertices in the same order as the main

graph. In this way, Lotus prevents destroying the initial locality of graphs.

create_relabeling_array() returns an array that is indexed by the original ID of a

vertex and the value at that index specifies the new ID of that vertex.
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Algorithm 7: Lotus Preprocessing
Input: G(V, E)
Output: LotusGraph

1 RA = create_relabeling_array(G);
2 hubs_count = (1 ≪ 16);
3 TBitArray H2H(hubs_count);
4 Graph < ushort > HE;
5 Graph < uint > NHE;
6 par_for vold ∈ V
7 vnew = RA[vold];
8 Array < ushort > he;
9 Array < uint > nhe;

10 for uold ∈ Nvold do
11 if uold == vold then // self-edge?
12 continue;
13 unew = RA[uold];
14 if unew > vnew then // symmetric edge?
15 continue;
16 if unew < hubs_count then // hub neighbour?
17 he.push(unew);
18 if vnew < hubs_count then // hub neighbour of a hub?
19 H2H.set(vnew, unew);
20 else // non-hub neighbour
21 nhe.push(unew);
22 HE.setEdges(vnew, he);
23 NHE.setEdges(vnew, nhe);
24 return (hubs_count, H2H, HE, NHE);

Creating Bit Array and Sub-graphs Line 3 initializes the H2H triangular bit array

storing hub-to-hub edges by allocating memory of hubs_count ∗ (hubs_count − 1)/2 bits

size and setting all bits to zero.

Lines 4 and 5 initialize sub-graphs for HE and NHE where the size of each edge is

16 and 32 bits, respectively.

Lines 6-23 process each vertex in the graph. Lines 8-9 initialize the he and nhe arrays

to contain hub and non-hub neighbours of a vertex, respectively.

Each neighbour of a vertex is considered in Lines 11-21 and self-edges and symmetric

edges are ignored (Lines 11-15). Similar to the baseline algorithm (Section 7.2.2), Lotus

does not process symmetric edges and limits neighbours of a vertex to the ones that

have lower IDs. This restricts the neighbour list of vertex vnew to N<
vnew

.
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The neighbour is assigned to he (Line 17), if it is a hub neighbour. In this case,

the H2H bit array is set if the vertex and its neighbour are both hubs (Line 19). If the

neighbour is a non-hub vertex, it is added to nhe (Line 21).

After processing all edges of a vertex, Lines 22-23 call setEdges() method that sorts

the neighbour lists he and nhe and assigns them to the relevant vertex (vnew) of HE and

NHE sub-graphs, respectively.

In Lines 5 and 9, 32-bit vertex ID is sufficient for public data sets as they have fewer

than 232 vertices. However, for datasets with greater number of vertices, 64-bit IDs can

be used without losing the benefits of Lotus.

7.5.3 Counting Triangles in Lotus

Algorithm 8 shows how Lotus counts triangles:

Algorithm 8: Counting Triangles in Lotus
Input: LotusGraph (hubs_count, H2H, HE, NHE)
Output: Triangles

1 triangles = 0;

/* Counting HHH and HHN triangles */
2 par_for v ∈ HE.V
3 par_for h1 ∈ HE.Nv

4 for h2 ∈ {h ∈ HE.Nv | h < h1} do
5 if H2H.isSet(h1, h2) then
6 triangles++;

/* Counting HNN triangles */
7 par_for v ∈ NHE.V
8 par_for u ∈ NHE.Nv

9 triangles += |HE.Nv ∩ HE.Nu|;

/* Counting NNN triangles */
10 par_for v ∈ NHE.V
11 par_for u ∈ NHE.Nv

12 triangles += |NHE.Nv ∩ NHE.Nu|;

13 return triangles;

HHH and HHN Lotus creates all distinct pairs between hub neighbours of a ver-

tex (Lines 3-4) and if two hubs of a pair are connected (Line 5), a triangle has been

found. Note that the bit array is laid in “h1-major” format, ensuring that bits for sub-
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sequent h2 values are placed in consecutive locations. Moreover, as h1 changes in the

outer loop on Line 3, the calculation h1(h1 − 1)/2 is reused as h2 changes in the inner

loop in Line 4.

Figure 7.2b shows counting HHH and HHN triangles for vertex v with hub neigh-

bours h2 and h1. The existence of triangle (h2, h1, v) is validated by checking if h2 has an

edge to h1 in the H2H sub-graph.

HNN Lotus finds common hub neighbours between each non-hub vertex and its

non-hub neighbours. Line 7 iterates over all vertices. For each non-hub vertex v, its non-

hub neighbours such as u are considered (Line 8), and each common hub neighbour of

u and v forms a triangle (Line 9).

In Figure 7.2c, for vertex v and its non-hub neighbours such as u (that are in NHE

sub-graph), hub neighbours of u and v (that are in HE sub-graph) are matched.

NNN Lines 10–12 are similar to the Forward algorithm to find NNN triangles in the

NHE. Lotus uses merge join for intersection as the neighbour lists of non-hub vertices

are relatively short. This prevents overheads imposed by other solutions (Section 7.7.3).

In Figure 7.2d, for vertex v and for its non-hub neighbours such as u (that are in

NHE), non-hub neighbours of u and v (that are in NHE) are matched.

7.5.4 How Does Lotus Improve Locality?

In counting HHH and HHN triangles, Lotus reads hub neighbours of a vertex in sequen-

tial accesses and iterates over all pairs of hub neighbours (Lines 3-4 of Algorithm 8). In

other words, Lotus accesses the neighbour list of a vertex only for processing that

vertex. The neighbour lists are streamed through cache. Sequentially streamed accesses

are prefetched by hardware in timely fashion. Only the H2H bit array is used (Line 5)

for random accesses to topology data. By concentrating random accesses on the H2H

bit array, the range of data accessed randomly is significantly reduced.

This increases the frequency of cache hits. Table 7.5 shows that graph datasets in this

study have edges with topology size of 0.42 - 12.30 Gigabytes in the CSX format, but the

H2H size is less than 256 Megabytes. Moreover, H2H stores edges in an addressable

format that facilitates efficient checking if two hubs are connected in constant time, and

just a few instructions. Section 7.6.6 shows that 64 Megabytes cache space suffices to

satisfy 90% of accesses to H2H.

In Algorithm 8, Lotus has two similar nested loops for counting HNN and NNN

triangles in Lines 7-8 and 10-11. These loops iterate over the same domain (the neigh-
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bour lists of NHE). Lotus keeps the body of these loops (intersections at Lines 9 and

12) separate (as opposed to fusing the loops). Two contradictory effects need to be

traded-off:

• Random memory accesses are made to HE.Nu (Line 9) and NHE.Nu (Line 12).

Reuse of this data before eviction from the cache is possible. If we were to fuse the

loops in Lines 7–12, then reuse of this data would become less likely, as the total

volume of randomly accessed data, and thus the working set size, will increase.

• The cost of traversing the NHE sub-graph itself (fetching NHE.V and NHE.Nv) is

low as this data is streamed in sequentially. The NHE topology is relatively small

as it contains only 27% of edges on average (Table 7.1, Column 7).

Lotus improves locality by dividing TC into three steps and in each step dedicates

cache to a smaller special data structure that is most frequently needed. Table 7.2

summarizes which data structure is accessed in random order. Section 7.6.2 shows that

Lotus reduces last level cache misses by 2.1× and DTLB misses by 34.6×, on average.

TC Step Random Accesses Edge Size Total Size of Edges

HHH & HHN H2H 1 bit 256 Megabytes

HNN HE.E 16 bits |HE.E| ∗ 2 Bytes

NNN NHE.E 32 bits |NHE.E| ∗ 4 Bytes

Table 7.2: Random memory accesses in Lotus TC

7.5.5 Graph Partitioning and Load Balancing in Lotus

Edge Tiling [123] improves load balance by splitting the edge list of high-degree vertices

into smaller parts and scheduling these on different concurrent threads.

In Line 3 of Algorithm 8, the amount of work each neighbour (h1) performs depends

on its offset from the first neighbour. As a consequence, we cannot evenly divide the

work between threads by assigning the same number of neighbours to each thread.

In order to parallelize the loop in Line 3 of Algorithm 8, Lotus introduces Squared

Edge Tiling 1 that creates partitions with equal work complexity for neighbours of a

vertex.
1While it is not the best name, to keep connection to known phrases, we used this name. We also added

the “Squared” to differentiate from the main concept as we want to divide a task with a complexity of

O(|Nv|2) and not O(|Nv|).
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For vertex v with |Nv| neighbours, the total work is |Nv| ∗ (|Nv| − 1)/2 and if the

total work performed from the first neighbour until the i-th neighbour is f fraction of

the total work, where 0 < f < 1, then:

i ∗ (i − 1)/2 = f |Nv|(|Nv| − 1)/2 ,

or

i = ( 1 +
√

f (2|Nv| − 1)2 + 1 − f )/2 .

Since |Nv| ≫ f ,
i

|Nv|
≈ 1 +

√
f (2|Nv| − 1)2

2|Nv|
≈

√
f ,

or

i ≈ |Nv| ∗
√

f .

Using this formula, we can identify the boundaries to partition the loop by changing

f . As an example, for partitioning total work for a vertex with 100 neighbours into 5

partitions, the partition borders will be 0, 100 ∗
√

0.2 = 45, 100 ∗
√

0.4 = 63, 100 ∗
√

0.6 =

77,100 ∗
√

0.8 = 89, and 100.

While the number of triangles may vary per tile, the effort per tile is balanced. Lotus

performs squared edge tiling during the preprocessing step. Values of
√

f are fixed

for different vertices as f indicates the fraction of work and for dividing work into p

partitions, f = k
p , where 0 < k < p. So, values of

√
f are pre-calculated and reused in

calculating the partition boundaries of different high-degree vertices.

Section 7.6.7 shows that squared edge tiling provides 2.7× speedup in processing

HHH and HHN triangles.

7.6 Evaluation

We use the SkyLakeX and Epyc machines (Appendix A) to evaluate Lotus in comparison

to:

1. BBTC2 [167] (commit 88fe6bc) that improves load balancing in TC through better

partitioning,

2. Edge iterator in GraphGrind3 [152] (commit 5099761),

2https://github.com/GT-TDAlab/bbTC/
3https://github.com/DIPSA-QUB/GraphGrind

https://github.com/GT-TDAlab/bbTC/
https://github.com/DIPSA-QUB/GraphGrind
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3. Forward algorithm implementation in GAP4 [14] (commit 6ac1afd).

4. TC of GBBS5 [51] (commit 38964eb) that improves [144] by parallelizing the inter-

section in the Forward algorithm.

All algorithms use degree ordering to accelerate TC and we report end-to-end exe-

cution time.

7.6.1 Comparison to Previous Works

Tables 7.3 compares Lotus execution time with other TC algorithms for graphs smaller

than 10 billion edges. This table shows that the speedup obtained by Lotus on the Epyc

architecture with 128 cores is less than on the other architectures. This is due to the total

on-chip cache size. The Epyc system has two sockets with 512MB total L3 cache, which

is 12 times larger than the L3 cache on the SkyLakeX machine. This large L3 cache

captures a significantly higher fraction of memory accesses, and poses lesser challenges

relating to memory locality. As a result, speedup obtained by Lotus is less, due to the

larger cache size.

Table 7.4 shows the results of Lotus in comparison to GBBS on the Epyc machine and

for graphs greater than 10 billion edges. This shows that Lotus delivers better speedups

for larger graphs.

On average, Lotus is 19.3 times faster than BBTC, 5.5 times faster than GraphGrind,

3.8 times faster than GAP, and 2.2 times faster than GBBS.

7.6.2 Hardware Counters

In Section 7.5.4, we explained how Lotus improves locality. To evaluate the locality

effects of Lotus, we compare the last level cache misses and DTLB misses of Lotus and

Forward algorithms on the SkyLakeX machine in Figure 7.3a, and Figure 7.3b. Lotus

reduces last level cache misses by up to 4.0× and on average by 2.1×. DTLB misses are

also reduced by up to 56× and on average by 34.6×.

Besides improving locality, Lotus is also a more efficient algorithm throughout. Fig-

ure 7.4 compares hardware events for execution of Lotus and Forward algorithms. It

shows that, on average, Lotus reduces memory accesses (load and store instructions) by

1.5×, hardware instructions by 1.7×, and branch mis-predictions by 2.4×.

4https://github.com/sbeamer/GAPBS
5https://github.com/ParAlg/gbbs/

https://github.com/sbeamer/GAPBS
https://github.com/ParAlg/gbbs/
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Dataset SkyLakeX Epyc

BBTC GGrnd GAP GBBS Lotus BBTC GGrnd GAP GBBS Lotus

LJGrp 4.1 4.7 6.4 2.5 1.0 2.4 2.5 6.6 0.5 0.8

Twtr10 62.4 74.2 32.7 32.8 6.7 31.5 21.6 45.0 9.0 4.1

Twtr 98.0 77.0 32.1 32.1 10.0 81.3 25.8 20.3 9.4 6.1

TwtrMpi 377.7 282.2 80.5 90.5 36.8 333.3 67.2 38.8 25.9 18.2

Frndstr 129.5 129.1 70.5 76.4 56.7 59.9 33.3 27.4 24.5 23.8

SK 246.3 56.5 28.8 19.5 7.3 246.5 19.5 21.0 3.3 2.9

WbCc 602.0 649.0 121.1 233.8 64.2 534.5 134.1 92.1 51.7 21.9

UKDls - 383.3 67.7 80.0 32.7 - 58.6 89.8 38.6 12.2

UU - 134.9 61.6 74.4 29.3 - 43.8 36.0 15.0 9.5

UKDmn - 123.9 50.3 53.6 19.9 - 32.6 32.4 10.3 7.2

Lotus Avg. Speedup 11.3× 7.4× 3.0× 2.8× 22.1× 4.5× 5.3× 1.7×

Table 7.3: End to end TC execution times in seconds - GGrnd: GraphGrind - Failed

attempts are shown by dash - Avg. Speedup is the arithmetic mean over Lotus speedup

for each dataset

Dataset Epyc

GBBS Lotus

MClst 1,415.2 784.5

ClWb12 81.7 29.9

WDC14 170.1 85.7

EU15 449.3 256.9

Lotus Avg. Speedup 2.1×

Table 7.4: End to end TC execution times in seconds

7.6.3 Execution Breakdown

Figure 7.5 displays the breakdown of Lotus execution time and shows time passed in

(1) preprocessing, (2) counting HHH and HHN triangles, (3) counting HNN triangles,

and (4) counting non-hub triangles.

It shows that, on average, 19.4% of the total execution time is passed in preprocess-

ing. Moreover, on average, 40.4% of the triangle counting time is passed in counting

non-hub triangles.

Figure 7.6 compares the number of hub and non-hub triangles counted by Lotus. It

shows that, on average, 68.9% of the triangles are counted as hub triangles in Lotus and

31.1% as non-hub triangles.
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Figure 7.4: Comparison of hardware events [SkyLakeX]

Figure 7.7 compares the number of edges in HE and NHE sub-graphs. It shows that,

on average, Lotus processes 50.1% of edges as hub edges. The number of triangles and

edges are different from Table 7.1 as 1% of vertices have been selected there as hubs.

7.6.4 Less Power-Law Graphs

Figures 7.7 and 7.6 show that less power-law graphs may not benefit from Lotus as

other datasets. For example, the Friendster dataset has a relatively low skewness and

the highest degree is 5K. However, Lotus selects a constant number of hubs (64K). By

consequence, only 7.6% of the edges connect to these hubs and Lotus spends most of

the TC time in counting non-hub triangles (Figure 7.5).

In general, less power-law graphs can be placed in two categories:

1. As we explained in Section 3.5.1, social networks with a great number of low-

degree hubs where the tight connection between high-degree vertices allows im-

proved performance by recursively applying Lotus and splitting the NHE sub-

graph further in new H2H, HE and NHE components, similar to how iHTL ex-
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tracts dense flipped blocks 6.

2. Graphs that have a very small number of very high-degree hubs, where the For-

ward algorithm is effective even without degree ordering. In processing low-

degree vertices of these graphs, two types of memory accesses are performed:

(i) Accesses to neighbour list of hub vertices that are easily maintained in the cache

as hubs are rare but are accessed frequently (since they are neighbours to a great

percentage of vertices), and

(ii) Accesses to neighbour list of low-degree neighbours that a good spatial locality

(which usually exists in graphs before degree reordering, especially in LWA graphs

as a result of applying Layered Label Propagation [25]) makes the random memory

accesses to be mostly hit in cache (as the spatial locality facilitates consecutive IDs

to neighbours and necessitates consecutive processing of low-degree neighbours).

For these graphs, it is necessary to check the degree distribution of the graph at

the start of TC and to apply the Forward or edge-iterator algorithms if the graph
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is not skewed enough. To that end, GAP uses the average degree of the graph and

a sampling mechanism to compare the average and median degree of vertices.

7.6.5 Topology Data Size

Table 7.5 compares size of topology data in CSX format and Lotus. Since the Forward

algorithm (Algorithm 6) uses only half of the edges, we have calculated the sizes of CSX

edges and CSX without symmetric edges.

Dataset CSX Edges (GB) CSX (GB) Lotus (GB) Growth (%)

LJGrp 0.4 0.5 0.6 28.8

Twtr10 1.0 1.1 1.3 10.4

Twtr 1.8 2.0 1.8 -8.9

TwtrMpi 4.5 4.8 4.3 -10.8

Frndstr 6.7 7.2 7.7 6.7

SK 6.8 7.2 5.6 -21.6

WbCc 7.2 7.9 7.3 -6.8

UKDls 12.9 13.7 12.1 -11.9

UU 17.4 18.4 15.7 -14.5

UKDmn 12.3 13.1 11.5 -12.0

Table 7.5: Size of topology data (Gigabytes)

Lotus affects the size of topology data in 3 ways:

• The HE and NHE sub-graphs require an index array each, adding 8(|V|+ 1) Bytes.

• Adding the H2H bit array, of fixed size (256 Megabytes).

• Reducing the size of hub IDs, which saves 2 bytes per edge in the HE sub-graph.

For graph datasets like SK-Domain where Lotus collects a greater number of edges as

hub edges, the topology size is reduced more as HE size is reduced.

Table 7.5 shows that, on average, Lotus reduces size of topology data by 4.1%.

Independently of reducing size, only a subset of the topology data is accessed in each

phase, resulting in smaller working sets.

7.6.6 H2H Bit Array

H2H is a dense triangular adjacency array that lists edges between a hub and its hub

neighbours with lower IDs. The first column of Table 7.6 shows that the density of H2H

(fraction of non-zero bits) is between 0.2% and 15.3%.
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We also measured how many 64-byte aligned blocks of H2H contain 512 zero bits

(Table 7.6, column 3). In web graphs, 75–95% of H2H blocks contain no edges. Edges

are, thus, tightly packed in cache blocks, which implies that hubs in web graphs are

mostly connected to a number of hubs as we know web graphs have a small number

of hubs (Section 6.4.5). In contrast, social networks exhibit a different behavior where

5–62% of the blocks are zero that shows edges are thus more dispersed throughout H2H.

Dataset H2H Density (%) H2H Zero Cachelines (%)

LJGrp 0.20 62.51

Twtr10 2.83 5.72

Twtr 2.05 8.60

TwtrMpi 2.73 9.89

Frndstr 0.29 36.94

SK 1.04 91.74

WbCc 15.26 74.60

UKDls 2.56 93.31

UU 0.17 91.45

UKDmn 0.15 95.15

Table 7.6: Lotus H2H bit array characteristics

To have a better understanding of how H2H is placed in cache, we measure how

many accesses to H2H are satisfied by selecting the most frequently accessed cache-

lines. To this end, we sort cachelines based on how frequently they are accessed and we

calculate the partial sum of their accesses.

Figure 7.8 shows that by storing one million cachelines of H2H in cache, more than

90% of accesses to H2H are satisfied. In other words, 64 Megabytes of cache space

suffices to satisfy 90% of accesses to H2H.

This shows that 90% of (h1, h2) pairs produced in Line 5 of Algorithm 8 access only

25% of H2H cachelines. In other word, accesses to the H2H sub-graph benefit from a

high level of locality.

While using a hash table can be seen as an option for implementing H2H, Figure 7.8

shows that the high level of locality in memory accesses to H2H makes it suboptimal

to use a hash table for H2H. A hashing mechanism imposes more instruction count per

memory access, a higher memory footprint, and a higher preprocessing time.
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Figure 7.8: Percentage of accumulative memory accesses to most frequently accessed

cachelines of H2H (M: Million)

7.6.7 Squared Edge Tiling

In Section 7.5.5, we introduced the squared edge tiling partitioning policy to provide

better load balance in processing HHH and HHN triangles in Lotus algorithm. Lotus

applies squared edge tiling for vertices with degree greater than 512 and divides the

total work of each vertex between p = 2 ∗ #threads partitions.

Table 7.7 shows the average idle time of threads in the first step of Lotus for two par-

titioning policies: edge balanced partitioning [153, 173] and squared edge tiling, when

running on the SkyLakeX machine. Edge balanced divides edges into 256 ∗ #threads

partitions. On average, squared edge tiling provides 2.7× speedup in processing HHH

and HHN triangles.

Dataset Edge Balanced (%) Squared Edge Tiling (%)

Twtr10 32.1 1.0

TwtrMpi 32.6 0.7

SK 13.6 3.1

WbCc 83.3 1.3

UKDls 41.8 3.3

Table 7.7: Average idle time in percent of total execution time [SkyLakeX]
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7.7 Further Related Works

7.7.1 TC History

Itai and Rodeh [81, 82] use rooted spanning tree for TC. AYZ algorithm [3] provides

better computation complexity (O(|E|1.41)) in counting triangles of sparse graphs. It

uses matrix multiplication for triangles formed by high-degree vertices and for trian-

gles made by at least one low-degree vertex, AYZ algorithm acts like the node iterator

algorithm (Section 7.2.2) and finds the directed paths of length 2 and checks if their

endpoints are connected by an edge.

In addition to the 3 algorithms explained in Section 7.2.2, Schank and Wagner [138]

present 3 improvements:

• Node-iterator-core algorithm prioritizes vertices with smaller degree and removes

the vertex after processing,

• Edge-iterator-hashed algorithm uses a hash container to identify the common neigh-

bours of the endpoints of each node, and

• Forward-hashed algorithm uses a hash container for finding common neighbours.

Latapy [106] presents the new-vertex-listing algorithm to improve the node iterator

algorithm for high-degree vertices. For each vertex, it iterates over all its neighbours

and finds the common neighbours using a bitmap. Based on this, Latapy presents the

new-listing as an improvement to the AYZ algorithm.

Lotus makes several benefits from these algorithms:

• Similar to AYZ and new-listing, Lotus differentiates between hub and non-hub

vertices, however, Lotus counts a triangle as hub triangle if it has at least one hub

vertex, as the main target of Lotus is to prevent accessing hub edges when it is not

required.

• Lotus uses a bitmap array like the new-vertex-listing algorithm does. However, Lo-

tus does not use it for presenting edges of only a vertex, but for all edges between

hubs.

• Lotus has also similarities with the node-iterator-core algorithm as Lotus (1) counts

triangles of hubs, (2) removes hubs and their edges from the graph (as they are not

present in the NHE sub-graph), and (3) counts triangles between non-hub vertices

in the NHE sub-graph.
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7.7.2 Approximate and Streaming TC

Approximate and streaming TC has also been studied in the literature such as [15, 34,

84, 144, 157]. The Lotus algorithm can be used to accelerate counting hub triangles of a

streaming graph and also to improve its precision.

We know hubs create a large percentage of total triangles (Sections 7.3.4 and 7.6.3)

and therefore in a streaming context, Lotus stores the H2H bit array in the memory and

accelerates processing of hub edges that are streamed in.

7.7.3 Improvements to TC and Forward Algorithm

Using hash maps for accelerating neighbour matching has been studied in some works

such as [106,144]. In this context, using binary search has been proposed in [62] and [70]

deploys branch-free binary search [89,93]. [76] decides between merge-based search and

binary search by considering degree of vertices.

[55] improves TC by removing vertices with degree 1 (that cannot shape a triangle)

from the graph and by ordering vertices of the same degree based on their connection

to hub vertices. [68] reduces branch misses by using radix binning. Fast (but with more

memory complexity) common neighbour counting through iterating over all wedges

is studied in [4]. TC has been one of the problems pursued by the Graph Challenge

and [135] surveys a number of TC studies.

7.7.4 Distributed and GPU-based TC

Distributed TC has been considered in studies such as [7, 8, 168], and GPU-based TC

in [21,50,62,70,76,167]. Patric [7] presents multiple types of partitioning for distributed

TC and also a dynamic load balancing mechanism [8]. [167] studies block-based parti-

tioning in TC. An evaluation of set intersection techniques has been studied in [17].

7.8 Conclusion and Further Applications

This chapter studied behaviours of real-world graphs with skewed degree distribution

in triangle counting and explains that the large fraction of edges connected to hubs

suffer from low reuse.

We introduced the LOTUS algorithm based on common features of power-law graphs.

Lotus processes hub edges separately from non-hub edges, which allows Lotus to count
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triangles in 3 steps. In each step, Lotus optimizes locality by concentrating random

memory accesses on a data structure that contains more specific data in a much smaller

size.

The evaluation shows that Lotus is 2.2–5.5× faster than previous works.

We propose the following extensions as future work:

• TC is the simplest form of the k-clique counting problem. We anticipate that the

skewed statistics on triangles containing hubs will become even more skewed for

larger cliques. So, Lotus can be applied for counting larger cliques and identifying

the maximum clique algorithms of a power-law graph.

• Lotus improves locality in counting HNN triangles by reducing the size of topol-

ogy data and avoiding interleaving hub and non-hub edges; however, locality of

HNN may be further improved by applying blocking strategies [79] to limit do-

main of random accesses.

• Creating multiple HE sub-graphs may improve performance further, especially

in graphs with many high-degree vertices (Section 7.6.4). It is an open question

whether recognizing a higher number of distinct vertex types (two kinds of hubs

and non-hubs) creates further opportunities to prune fruitless searches during

HNN and NNN search.



Chapter 8

Conclusion and Future Directions

8.1 Summary

In this thesis, the main goal is to exploit the implications of the structure of real-world

graph datasets with skewed-degree distribution to accelerate shared-memory graph al-

gorithms.

In Chapter 3, we introduced structural metrics and techniques, Cache Miss Rate Degree

Distribution, Effective Cache Size, Push Locality and Pull Locality, N2N AID Degree Distri-

bution, and Degree Range Decomposition, to investigate the features of power-law graphs

and the functionality of graph reordering algorithms for these graphs. We explained

that graph relabeling suffers from inherent limitations and cannot improve locality of

all vertices. We also explained that improving locality by deploying relabeling algo-

rithms reduces the Effective Cache Size.

In Chapter 4, we introduced the Uniform Memory Demands strategy that states dif-

ferent behaviours and properties of vertex classes/subgraphs may be exploited in order

to provide better performance. Instead of considering the graph in its general form, the

Uniform Memory Demands strategy concentrates on investigating the similar patterns

in different subgraphs in order to design data structures and algorithms that satisfy

these demands with the lowest overhead that consequently optimizes performance.

We used the Uniform Memory Demands strategy to design three algorithms:

• SAPCo Sort: In Chapter 5, we introduced the SAPCo Sort algorithm that assigns

different data structures and algorithms for different vertex classes to satisfy the

contrasting memory demands of the parallel counting sort algorithm. This makes

SAPCo the first parallel counting sort that is practically faster than comparison-

104
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based sorting algorithms. SAPCo outperforms the radix sort and sample sort by

4.0 and 1.7 times speedup, respectively.

SAPCo Sort shows that we need different types of memory accesses and their race

protection mechanisms; and, it is the dataset that specifies which one performs

better: while private memory allocation is helpful for highly-referenced memory

addresses, we skip the cost of aggregation and scattering (that grows with number

of processors/partitions) by deploying atomic memory accesses. In this way, the

Uniform Memory Demands strategy helps SAPCo to improve performance by

enhancing work-efficiency.

• iHTL: In Chapter 6, we introduced the iHTL algorithm that optimizes temporal

locality in processing in-hubs in a SpMV graph traversal. In processing incoming

edges to in-hubs of power-law graphs, we have a small number of destinations (in-

hubs); while, the source vertices are numerous. To deploy the Uniform Memory

Demands strategy, we dedicate cache to the destinations instead of sources by

traversing incoming edges to in-hubs in the push direction that results in 1.5–2.4

times speedup.

Unlike SAPCo, iHTL does not benefit from improved work-efficiency as we need

to merge buffers and to reset them in each iteration. However, by improving

locality through concentrating memory accesses to cache, iHTL hides the cost of

excess work. The excess work is in an order of #hubs · #threads, but iHTL improves

locality for incoming edges of hubs that are exponentially greater in count.

• LOTUS: In Chapter 7, we analyzed the memory accesses in Triangle Counting of

power-law graphs to identify contrasting behaviours of different subgraphs. We

used the Uniform Memory Demands strategy to introduce the LOTUS algorithm

that divides the execution time into three steps; in each step, random memory

accesses are concentrated on a small dataset that is easier to keep in cache. In this

way, Lotus presents 2.2–5.5 times speedup in comparison to previous works.

Lotus, provides better performance by improving locality and by dedicating cache

to different data structures during the execution instead of inefficiently keeping a

small percentage of data in cache for the whole duration of execution. Lotus also

introduces the Squared Edge Tiling technique that improves load balance.
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8.2 Limitations & Dependencies

We used the Uniform Memory Demands to design algorithms with better performance;

however, these algorithms have their limitations:

• Memory Overhead. As we explained in Section 5.4, Section 6.4, and Section 7.6,

SAPCo, iHTL, and Lotus may require more memory than their original algorithms.

Moreover, Lotus and iHTL require a preprocessing step to create a new graph

topology. While memory size is not a main concern, it can be a limiting factor,

especially, in streaming graph processing.

• Preprocessing Cost. The iHTL and Lotus algorithms require a preprocessing step

to form subgraphs. While this cost is compensated in the processing step, it is

useful to find a graph topology data structure that supports different structure-

aware algorithms. The first consequence of that topology data structure is re-

moving the preprocessing time; but, more important insights (about the relation

between graph algorithms and a graph topology that accelerates different graph

algorithms by acknowledging the contrasting memory demands and behaviours)

may be achieved as a result of that study.

• Being Specific to An Algorithm and Processing Environment. One advantage

of relabeling algorithms is that they are independent of graph algorithms. When

a graph dataset is relabelled by a reordering algorithm, we hope the relabeled

version is processed faster by different graph algorithms. In contrast, the Uniform

Memory Demands strategy optimizes the algorithms and not datasets. As a result,

the optimization is specific to the algorithm and/or to the processing environment

(shared memory, distributed memory, or GPU-based). Modifications on these two

factors may impose adjustments.

• Performance Speedup Dependency on The Architecture. Optimizing algorithms

based on the performance of different memory access types results in inherent lim-

itation to the features of the processing environments. As an example, if we have a

machine where atomic memory accesses are fast in comparison to regular memory

accesses, then buffer merging in iHTL (Section 6.3.4) may require adjustment. As

another example, the iHTL and Lotus algorithms facilitate speedups for a small

cache that is much faster than memory accesses. Consequently, the speedup may

reduce if most of random accessed data can be maintained in cache (Section 7.6.1)



Chapter 8. Conclusion and Future Directions 107

or if memory access time of cache hits is similar to that of cache misses.

This shows that we need to consider the effects of the architecture on the perfor-

mance as the structure-aware algorithms are experimentally designed based on the

current features and efficiency of the processing environments. Changes in these

factors may necessitate adjustments in the algorithms in order to deliver the best

performance.

8.3 Suggestions for Future Work

We have explained the direct usage of techniques introduced in each chapter in its

last section. In this section, we consider the future directions from a more general

perspective:

• Studying Other Algorithms & Other Processing Environments. In this thesis,

we showed that the structure of graph datasets is an effective factor to accelerate

shared-memory graph algorithms. However, contrasting demands and behaviours

in graph datasets may be used to accelerate graph processing in other environ-

ments based on the main performance bottleneck of those environments.

In Section 2.4.3, we reviewed some partitioning algorithms that exploit the struc-

ture of the power-law graphs; however, more investigation is required. In distributed-

memory graph processing, communication overhead and load-balance heavily af-

fect the performance. By investigating the effects of the structure of power-law

graphs on these factors, we achieve new insights for designing structure-aware

algorithms for distributed-memory environments.

By deploying GPUs, we are equipped with a high number of processors that is

more challenging to load-balance. On the other hand, the caching system is dif-

ferent from CPU-based graph processing and the GPU memory is much smaller

than CPU memory. So, it is more important to reduce GPU-CPU data transfer and

to use the GPU cache efficiently by studying the effects of power-law graphs and

designing structure-aware algorithms that improve memory locality.

Some techniques introduced in this thesis may directly be applicable in distributed

and/or GPU-based computing. As an example, iHTL and Lotus provide finer

granularity by dividing the total work into multiple steps; this provides better

load-balance in distributed and GPU environments.
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• Investigating Other Features of The Power-Law Graphs. The Uniform Mem-

ory Demands strategy works, mainly, based on the skewed degree distribution of

power-law graphs. However, these graphs have other unique features that can be

exploited to accelerate graph algorithms.

As an example, power-law graphs have a special connectivity as the giant compo-

nent in these graphs contains a very large percentage of vertices and edges. This

feature has been used in the Thrifty Label Propagation algorithm [97] to intro-

duce a Connected Components algorithm that traverses only 1.4% of edges as a

result of not processing vertices connected to the giant component. Similarly, the

MASTIFF algorithm [99] exploits the connectivity of power-law graphs to intro-

duce a Minimum Spanning Forest algorithm that skips processing vertices in the

giant component and by allowing other vertices to attach themselves to the giant

component.

• Improving The Requirements of Graph Processing Studies. In this thesis, we

have used publicly available real-world power-law graph datasets that include web

graphs and social networks. However, this study can be extended by investigating

other graph datasets to purify the insights and to find more realistic analysis.

On the other hand, most of real-world datasets are old (e.g., the latest Twit-

ter graph is from 2010), and synthetic datasets do not represent the real-world

graphs (in terms of structural properties of the graph such as degree-distribution

skewedness and degree decomposition) well. So, a study on differences of syn-

thetic and real-world graphs will result in better synthetic datasets, especially

by deploying new metrics and novel features and differences between real-world

graph types that were introduced in Section 3.5.

We need more graph-specific simulation techniques and software to be able to

investigate different aspects of execution of a graph algorithm. The large overhead

of current simulation techniques (that is usually performed on a single machine)

prevents simulating large graphs and complicated graph algorithms through cycle-

accurate micro-architectural simulation.

• Structure-Aware Approximation. The results of this thesis open new perspectives

on approximate and transprecise graph processing [16, 160]: Do different vertex

classes and/or subgraphs require different precision and/or convergence criteria?

Is it possible to use the structure of graphs to improve accuracy or performance?
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• Structure-Aware Automatic Code Optimization. The Uniform Memory Demands

strategy can be used to improve automatic code optimization: How can we use

this strategy to automatically generate optimized code by (i) identifying the con-

trasting memory behaviours of different parts of the datasets (vertices, edges, or

sub-graphs), and by (ii) deploying suitable mechanisms to satisfy the memory de-

mands of each part without sacrificing performance?

• Auxiliary Data Structure. The preprocessing step in the iHTL and Lotus algo-

rithms includes a graph relabeling process that changes the IDs of vertices and

their neighbours. This shows that we need to create a more-structured data from

the amorphous data structure of the raw graph. In other words, we use an auxil-

iary data structure to accelerate the graph processing.

Now, the question is how to create an optimal auxiliary data structure with the

lowest memory/time overhead while preserving the Uniform Memory Demands

strategy? Is it necessary to embed data from the whole graph into this data struc-

ture? How to create this auxiliary data structure without relabeling the whole

graph? Can we create an auxiliary data structure that accelerates a family of graph

algorithms?



Appendix A

Experimental Setup

A.1 Machines

For the experiments in this thesis, we use 2 machines, listed in Table A.1. The machines

use CentOS 7.

SkyLakeX SkyLakeX-2 Epyc

CPU Model Intel Xeon Gold 6130 Intel Xeon Gold 6126 AMD Epyc 7702

CPU Frequency 3.7 / 2.10 GHz 3.7 / 2.6 GHz 3.35 / 2.0 GHz

Sockets 2 2 2

NUMA Nodes 2 2 8

Total CPU Cores 32 24 128

Hyperthreading No No No

Total Threads 32 24 128

L1 Cache 32 KB / 1 core 32 KB / 1 core 32 KB / 1 core

L2 Cache 1 MB / 1 core 1 MB / 1 core 512 KB / 1 core

L3 Cache 22 MB / 16 cores 20 MB / 12 cores 16 MB / 4 cores

Total L3 Cache 44 MB 40 MB 512 MB

Total Memory 768 GB 1,584 GB 2,048 GB

Table A.1: Machines
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Dataset Name Type Source |V| (M) |E| (B) |ESym| (B)

WWiki War Wikipedia KG KN 2 0.04 0.05

LJ LiveJournal Links SN KN 5 0.10 0.10

LJGrp LiveJournal SN KN 7 0.22 0.22

Twtr10 Twitter 2010 SN NR 21 0.26 0.53

Twtr Twitter SN NR 28 0.53 0.96

WebB WebBase-2001 WG LWA 114 1.02 1.71

TwtrMpi Twitter-MPI SN NR 41 1.47 2.41

Frndstr Friendster SN NR 65 1.81 3.61

SK SK-Domain WG LWA 50 1.95 3.64

WbCc Web-CC12 WG NR 89 2.04 3.87

UKDls UK-Delis WG LWA 110 3.94 6.92

UU UK-Union WG LWA 133 5.51 9.36

UKDmn UK-Domain WG KN 105 6.60 6.60

ClWb9 ClueWeb09 WG NR 1.7K 7.9 15.6

ClWb12 ClueWeb12 WG LWA 978 42.6 74.7

UK14 UK-2014 WG LWA 787 47.6 84.9

WDC14 WDC 2014 WG WDC 1,724 64.4 123.8

EU15 EU Domains WG LWA 1,071 91.8 161.1

Table A.2: Datasets

A.2 Datasets

Table A.2 shows the datasets and their sources: “Konect”1 (KN) [23, 103, 121], “Net-

workRepository”2 (NR) [26, 36, 39, 131, 147], “Laboratory for Web Algorithmics”3 (LWA) [23–

26, 104], and “Web Data Commons”4 (WDC) [107, 118, 119]. Graph types are Knowledge

Graph (KG), Social Network (SN), and Web Graph (WG).

In Table A.2, the numbers of vertices (|V|) are in millions, and the numbers of edges

of the graph (|E|) are in billions, counted after removing zero-degree vertices. The

column |ESym| shows the numbers of edges of the symmetric graphs in billions. We use

the CSX representation for the undirected graphs undirected graphs (Section 2.1), and

in this representation, each edge of the graph appears two times (once in the neighbour

1http://konect.cc
2http://networkrepository.com
3http://law.di.unimi.it
4http://webdatacommons.org/hyperlinkgraph/

http://konect.cc/networks/wikipedia_link_war/
http://konect.cc/networks/livejournal-links/
http://konect.cc/networks/livejournal-groupmemberships/
http://networkrepository.com/soc-twitter-2010.php
networkrepository.com/soc-twitter.php
http://law.di.unimi.it/webdata/webbase-2001/
http://networkrepository.com/soc-twitter-mpi-sws.php
http://networkrepository.com/soc-friendster.php
http://law.di.unimi.it/webdata/sk-2005
http://networkrepository.com/web-cc12-hostgraph.php
http://law.di.unimi.it/webdata/uk-2007-02/
http://law.di.unimi.it/webdata/uk-union-2006-06-2007-05/
http://konect.cc/networks/dimacs10-uk-2007-05/
http://networkrepository.com/web-ClueWeb09.php
https://law.di.unimi.it/webdata/clueweb12/
http://law.di.unimi.it/webdata/uk-2014/
http://webdatacommons.org/hyperlinkgraph/2014-04/download.html
https://law.di.unimi.it/webdata/eu-2015/
http://konect.cc
http://networkrepository.com
http://law.di.unimi.it
http://webdatacommons.org/hyperlinkgraph/
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list of each endpoint).

As graph datasets have fewer than 232 vertices, 4 Bytes IDs are assigned to vertices

and each element of the edges array has a size of 4 Bytes. The graphs in this study have

up to hundreds of billions edges and we use 8 Bytes for indexing the edges array. So,

each element of the offsets array has a size of 8 Bytes.

A.3 Implementation and Source Code

We have implemented our algorithms in the C language using the OpenMP API [46] and

pthread. We also use libnuma, and papi [156] libraries. We use the interleaved NUMA

memory policy and the gcc-9.2 used as compiler with -O3 flag.

The source code and further discussions are available online on https://blogs.qub.

ac.uk/GraphProcessing/LaganLighter.

https://blogs.qub.ac.uk/GraphProcessing/LaganLighter
https://blogs.qub.ac.uk/GraphProcessing/LaganLighter
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